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4.2 Marcus Kollar

1 Introduction

In this Lecture the foundations of dynamical mean-field theory (DMFT) for interacting electrons
will be reviewed along the following route. As already described in the Lecture of D. Vollhardt,
the first step involves the limit of infinite lattice dimension, d → ∞. We will discuss this
limit for fermions in Sec. 2. The resulting scaling of hopping parameters with d then makes
the effect of electronic interactions in Hubbard-type models more manageable, as discussed in
Sec. 3. Namely, the Feynman diagrams contributing to the Green function in perturbation the-
ory simplify, and as a result the self-energy becomes local, i.e., independent of momentum. The
derivation of DMFT is then completed by mapping Hubbard-type models in infinite dimensions
to single-site impurity models with a self-consistency condition (Sec. 4), which have the same
self-energy but can be solved numerically. Note that other derivations of this last step are avail-
able [1–5]. Note also that the present lecture notes draw largely on a previous presentation [6].

The Hubbard model is the simplest model for describing the physics of correlated electrons,
i.e., electrons which do not behave independently due to their Coulomb interaction. For a single
band it can be written as

H = H0 +H1 , (1a)

H0 =
∑
ijσ

tij c
†
iσcjσ =

∑
kσ

εk c
†
kσckσ , (1b)

H1 = U
∑
i

ni↑ni↓ , (1c)

where tij is the hopping amplitude from site i to j, and the dispersion relation εk is its Fourier
transform; for our purposes we will assume a tight-binding form. For each doubly occupied
site the Hubbard interaction U is contributed to the energy of a state. To describe the electronic
structure of correlated materials, more complicated models and methods are typically needed,
e.g., involving several bands as obtained from density functional theory, including more com-
plicated on-site interactions, taking retardation effects into account, reconciling a calculated
charge distribution with the model parameters determined by it, nonlocal and nonequilibrium
effects, and so on. For these topics we refer to the other Lectures in this book. In these contexts,
as well as for (1), the goal and spirit of DMFT is to provide a controlled starting point for a
reliable treatment of interactions and the induced electronic correlations.

2 Fermions in the limit of infinite lattice dimension

We begin with the limit of infinite spatial dimensions, d→∞, as introduced in Ref. [7]. First
the three-dimensional simple cubic lattice is generalized to the d-dimensional hypercubic lattice
in order to obtain the corresponding tight-binding dispersion for nearest-neighbor hopping. The
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hypercubic lattice simply has the unit cell basis vectors

e1 = (1, 0, 0, . . . , 0) ,

e2 = (0, 1, 0, . . . , 0) ,

. . .

ed = (0, 0, 0, . . . , 1) . (2)

A nearest-neighbor hopping amplitude tij and corresponding dispersion then have the form

tij = t(Ri −Rj) =

−t if Ri −Rj = ±en ,

0 otherwise ,
(3)

εk = −2t
d∑
i=1

cos ki . (4)

We will proceed in two ways to obtain the corresponding density of states (L: number of lattice
sites)

ρ(ω) =
1

L

∑
k

δ(ω − εk) . (5)

A succinct technique is to employ the central limit theorem for probability distributions [7]. One
defines random variables Xi =

√
2 cos ki in terms of independent random variables ki, which

are independently and uniformly distributed in the interval [−π, π]. SinceXi has zero mean and
unit variance, the random variable Xd =

1√
d

∑d
i=1Xi converges in law to a normal distributed

random variable X , again with zero mean and unit variance. Here convergence in law means
that the distribution function of Xd converges to the normal distribution exp(−x2/2)/

√
2π. If

we then consider the density of states ρ(ε) as the distribution function of the random variable√
2d tXd, we see that a finite density of states is obtained only if we scale the hopping amplitude

is proportional to d−1/2 for d → ∞. We thus have, replacing the sum over the first Brillouin
zone in (5) by an integral in the thermodynamic limit,

ρ(ε) =

∫
ddk

(2π)d
δ(ε− εk) =

1

2π|t∗|
exp

[
− ε2

2t2∗

]
for t =

t∗√
2d
, (6)

where t∗ is independent of d. We thus obtain a Gaussian density of states with finite variance,
and hence also a finite kinetic energy per lattice site. With the scaling t ∝ 1/

√
d the kinetic

energy and the Hubbard interaction energy thus remain of the same order of magnitude in the
limit d→∞ and hence in competition with each other. Fig. 1 depicts several densities of states
for different d, showing the approach to a Gaussian for large d.
Alternatively, one can follow the idea of the proof of the central limit theorem, which uses
Fourier transforms of probability distributions. We thus consider the Fourier transform of
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ρ(ω)

Fig. 1: Density of states for hopping on hypercubic lattice for several d, compared to the Gaus-
sian that is obtained in d→∞. From Ref. [2].

ρ(ε) [8], which separates into independent factors for each dimension,

Φ(s) =

∞∫
−∞

dε eisε ρ(ε) =

∫
ddk

(2π)d
eisεk =

 π∫
−π

dk

2π
exp

(
−2ist∗√

2d
cos k

)d

= J0

(
2st∗√
2d

)d
=

[
1− t2∗s

2

2d
+O

(
1

d2

)]d
= exp

[
−t

2
∗s

2

2
+O

(
1

d

)]
. (7)

Here J0(z) is a Bessel function, which has been Taylor expanded, integrated, and reexponenti-
ated. Performing the inverse transform yields

ρ(ε) =

∞∫
−∞

dε

2π
e−isε Φ(s) =

1

2π|t∗|
exp

[
− ε2

2t2∗
+O

(
1

d

)]
, (8)

By keeping more terms in the Taylor expansion of the Bessel function one can derive further
terms in an asymptotic series in powers of 1/d [8].
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We conclude that the nearest-neighbor hopping amplitude must be scaled with 1/
√
d to obtain

a meaningful large-dimensional limit. More generally, each hopping amplitude tn must be
scaled proportional to 1/

√
Zn, where the coordination number Zn denotes the number of sites

which are connected to a given site by tn, e.g., Z1 = 2d for nearest-neighbor hopping and Z2

= (2d − 1)2d = (Z − 1)Z for next-nearest-neighbor hopping on the hypercubic lattice, and
so on. The density of states for a more complicated hopping matrix can also be obtained. For
example, for nearest-neighbor and next-nearest-neighbor hopping a singularity develops at one
of the band edges [9]. A general mapping can be constructed between the hopping matrix on
the hypercubic lattice and its density of states [10, 11], which also to determine the hopping
amplitudes for a given density of states.

A conceptual and practical drawback of a Gaussian density of states is that it extends up to in-
finite positive and negative energies ε. For other generalized lattices, such as the face-centered-
hypercubic lattice [12] (which is asymmetric and has one finite band edge) or the hyperdiamond
lattice [13] (for which the symmetric density of states vanishes at ε = 0), the bandwith is also
infinite. One of the few lattices with finite bandwidth for nearest-neighbor hopping is the Bethe
lattice, i.e., an infinite Cayley tree of which each node has Z nearest neighbors. This recursively
defined lattice (which is not a periodic crystal lattice) has a semi-elliptic density of states with
a finite bandwidth in the limit Z →∞ for scaled nearest-neighbor hopping t = t∗/

√
Z,

ρBethe(ε) =


√
4t2∗ − ε2
2πt2∗

for |ε| ≤ 2|t∗|

0 otherwise
. (9)

For comparison, for finite coordination number Z, the density of states reads ρBethe,Z(ε) =

ρBethe(ε) / [ Z
Z−1 −

ε2

t∗/
√
Z−1 ]. These results can be obtained, e.g., with recursive methods (see

Refs. [14, 15] and references therein), which can also be used to find the density of states for
longer-range hopping or to construct a set of hopping parameters yielding a given density of
states.

It is rather typical for tight-binding dipersions in infinite dimensions to lead to one or both
band edges at infinite energy. This is a qualitative difference to a finite-dimensional system
which always has finite band edges for finite hopping amplitudes. In practice one therefore
regards the simplifications following from the infinite-dimensional limit (discussed below) as
independent of the dispersion, and simply uses the density of states of the finite-dimensional
system of interest in the calculations. This is justified in particular for single-particle quantities
into which only the dispersion εk enters in infinite dimensions (but no detailed dependence
on k). If necessary one can use one of the procedures, i.e., for the hypercubic [10] or Bethe
lattice [14], to construct a set of hopping amplitudes that realizes a given density of states of
a finite-dimensional lattice. Any density of states with finite bandwidth can be represented in
infinite dimensions in this way, although long-ranged hopping amplitudes are typically required.
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3 Consequences for many-body theory

The scaling of hopping amplitudes with negative powers of the dimension (or coordination
number), discussed in the previous section, leads to simplifications in the many-body theory for
Hubbard-type models such as (1). However, these simplifications will not hold at the Hamil-
tonian level, but rather at the level of Green functions and effective actions. We, therefore,
first review some definitions and basic concepts of many-body theory that are essential for the
formulation and understanding of DMFT.

3.1 Green function, spectral function, self-energy, quasiparticles

The simplest dynamical quantity which measures the equilibrium properties of a correlated
electron system is the electronic Green function [16–18]. A Green functionGAB is defined as an
expectation value of operators A and B taken at different (real or imaginary) times in a thermal
state, i.e., with density matrix ∝ exp(−β(H−µN)) corresponding to the temperature T=1/β,
or possibly the ground state. Hence it measures the probability amplitude for a propagation of
a particle or hole excitation in an equilibrium state if A and B are annihilation and creation
operators. Note that this involves eigenstates of the Hamiltonian that differ by one in particle
number, and which can describe quite different physical states in the presence of interactions.
In finite-temperature problems one uses the imaginary-time-ordered (fermionic) single-particle
Green function Gαβ(τ), i.e., we put A = cα, B = c†β , with α, β being general momentum or
site indices, including also spin and orbital quantum numbers. For imaginary-time Heisenberg
operators A(τ) = eHτAe−Hτ (so that A†(τ) 6= (A(τ))†), one defines

Gαβ(τ) = −〈Tτcα(τ)c
†
β(0)〉 = −

 〈cα(τ)c
†
β(0)〉 τ > 0

−〈c†β(0)cα(τ)〉 τ ≤ 0
(10a)

= −Gαβ(τ + β) for − β < τ < 0. (10b)

(Note that in Ref. [17] the prefactor −1 is not part of the definition.) The dependence only on
time differences and the anti-periodicity (10b) follow from the cyclic properties of the trace and
the fermionic anticommutation relations. The so-called Matsubara Green function Gαβ(iωn) is
obtained by Fourier transforming,

Gαβ(iωn) =

∫ β

0

dτ Gαβ(τ) e
iωnτ , (11)

Gαβ(τ) = T

+∞∑
n=−∞

Gαβ(iωn) e
−iωnτ , (12)

with fermionic Matsubara frequencies iωn = 2πT (n + 1/2). An explicit expression for the
Green function can be obtained by inserting the complete set of eigenstates of the Hamiltonian.
One then obtains the spectral representation

Gαβ(iωn) =

∫ ∞
−∞
dω

Aαβ(ω)

iωn − ω
, (13)
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with the spectral function Aαβ(ω) given by its so-called Lehmann representation as

Aαβ(ω) =
1

Z

∑
n,m

〈n|c†β|m〉〈m|cα|n〉 (e
−βEm − e−βEn) δ(ω − (En − Em)) , (14)

whereZ is the partition function andEn eigenvalues and |n〉 the eigenstates ofH−µN . We note
that in particularAαα(ω)≥ 0. In practice the spectral or Green function can be evaluated via the
Lehmann representation only for sufficiently small systems, i.e., when the many-body energy
eigenvalues and eigenstates can be obtained directly. For a finite system, the spectral function
(and Green function) consists of a finite sum of delta functions, but in the thermodynamic limit
these functions typically become continuous just like the non-interacting density of states.
The spectral function occurs not only in the finite-temperature Matsubara Green function, but
also, e.g., in the retarded Green function,

Gret
αβ(ω) =

∫ ∞
−∞
dω′

Aαβ(ω
′)

ω + i0+ − ω′
, (15)

which corresponds to a Green function in the time domain that involves real-time Heisenberg
operators. From the pole structure it follows that

Aαβ(ω) = −
1

π
Im Gret

αβ(ω) , (16)

and that the retarded Green function can be obtained from the Matsubara Green function by
analytic continuation from iωn to ω + i0+. (The advanced Green function, which is not dis-
cussed here, corresponds to the replacement of iωn by ω− i0+) Note that in a Matsubara Green
function this replacement may only be done at the very end of a calculation, because the anti-
periodicity in imaginary time must typically have been at work first. In view of the spectral
representations (13) and (15) on often writes Gαβ(ω) for both the Matsubara or retarded Green
function, with the understanding that the argument is either iωn for the former or ω + i0+ for
the latter, and hence is never purely real.
The indices α, β, . . . represent lattice site or momentum k, as well as spin index σ (and possibly
orbital or band index). The real-space and momentum-space Green functions are related by a
Fourier transform. Of particular importance is the local Green function

Giiσ(ω) = Gσ(ω) =
1

L

∑
k

Gkσ(ω) , (17)

Aiiσ(ω) = Aσ(ω) = −
1

π
Im Gσ(ω + i0+) , (18)

where translational invariance has been assumed, e.g., as in (3).
For non-interacting particles, with HamiltonianH0−µN =

∑
kσ(εk−µ) c

†
kσckσ, the free Green

function G(0)
kσ(ω) and the free density of states ρ(ε) are obtained as

G
(0)
kσ(ω) =

1

ω + µ− εk
, (19)

ρ(ω) = A(0)
σ (ω) =

1

L

∑
k

δ(ω − εk) . (20)
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For interacting systems the self-energy Σk(ω) is defined as the difference between free and
interacting reciprocal Green functions:

Gkσ(ω)
−1 = G

(0)
kσ(ω)

−1 −Σkσ(ω) , (21a)

Gkσ(ω) =
1

ω + µ− εk −Σkσ(ω)
. (21b)

For a translationally invariant system the Green function and self-energy are diagonal in mo-
mentum space. It can also be useful instead to use a matrix notation in site indices, Gijσ(iωn) =

(G)ij,σ,n etc., for which

G−1 = G(0)−1 − ΣΣΣΣΣΣΣΣΣ , (22a)

G = G(0) +G (0)ΣΣΣΣΣΣΣΣΣG . (22b)

Eq. (21) or (22) are referred to as the (lattice) Dyson equation.
Without interactions, single-particle excitations simply correspond to the creation or removal
of a particle in an eigenstate of H0, and as such they propagate freely through the lattice. This
perfectly sharp excitation occurs as a δ-function in the free spectral function (omitting spin
indices for now),

A
(0)
k (ω) = δ(ω + µ− εk) . (23)

The situation in a many-body system with interactions is different: adding a particle or hole to
an eigenstate does not give an eigenstate again, but rather a massive superposition of eigenstates.
As a consequence, particle or hole excitations will usually be damped and have a finite lifetime.
This is encoded in the complex (retarded) self-energy Σk(ω), in terms of which the spectral
function becomes

Ak(ω) =
1

π

ImΣk(ω)

(ω + µ− εk − ReΣk(ω))2 + (ImΣk(ω))2
. (24)

This reduces to a δ-function only if ImΣk(ω)→ 0−. On the other hand, if ImΣk(ω) is finite
and not too large, the maxima of Ak(ω) are located approximately at the zeros ω = Ek of

ω + µ− εk − ReΣk(ω) = 0 . (25)

In the vicinity of Ek the Green function can then be approximated to lowest order as

Gk(ω) =
Zk(Ek)

ω − Ek + iτk(Ek)−1
, (26a)

Zk(ω) = [1− ReΣk(ω)]
−1 , (26b)

τk(ω) = [−Zk(ω) ImΣk(ω)]
−1 , (26c)

where Zk and τk play the role of a quasiparticle weight and lifetime. In analogy to the non-
interacting case, the maxima Ek of Ak(ω) yield the electronic dispersion, i.e., the relation
between crystal momentum and excitation energy, although this maximum may be quite broad.
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A reliable quasiparticle picture is guaranteed in a Landau Fermi liquid close to the Fermi sur-
face, i.e., near ω = 0, because then ReΣk(ω) is linear and ImΣk(ω) quadratic in ω for small
frequencies at zero temperature. Near ω = 0 this leads to

Ek = Zk(0)
(
εk − µ+ReΣk(0)

)
, (27)

i.e., a linear relation between non-interacting and interacting dispersion. However angle-resolved
photoemission (ARPES) nowadays provides a means to measure Ak(ω) (times the Fermi func-
tion) even deep below the Fermi energy with high accuracy (see, e.g., Ref. [19]). Therefore the
resonances given by (25) are relevant even if these excitations are not as coherent as low-energy
excitations near the Fermi surface in a Landau Fermi liquid.

3.2 Hubbard bands and the Mott transition

Let us consider the atomic limit of the Hubbard model, i.e., no hopping, tij = 0. The Green
function then becomes momentum-independent and reads

Gat
kσ(ω) =

n−σ
ω + µ− U

+
1− n−σ
ω + µ

, (28)

which corresponds to a spectral function with two δ-peaks separated by an energy U , and the
system is insulating, as there is no hopping at all. Next let us consider the situation for small
hopping tij . Compared to the atomic limit the δ-peaks in the spectral function will broaden,
i.e., two subbands develop, the Hubbard bands. The nature of these subbands is quite different
from that of one-electron bands in non-interacting systems. For example, the upper Hubbard
band describes charge excitations on top of the filled lower Hubbard band. If the hopping is
increased further, or the Hubbard interaction U decreased, these Hubbard bands will eventually
overlap and the system will become metallic at a critical value Uc on the order of the bandwidth.
This correlation-induced metal-insulator transition does not break translational invariance and
is called the Mott transition [20].
When starting from the atomic limit, a standard but unreliable method to capture the Mott
metal-insulator transition is the so-called Hubbard-I approximation. Here one uses the atomic
self-energy, obtained from (28),

Σat
kσ(ω) = Un−σ + U2 n−σ(1− n−σ)

ω + µ− U(1− n−σ)
, (29)

in the Dyson equation (21), which provides the Green function. However, this ad-hoc approx-
imation exhibits several unphysical properties (discussed, e.g., in Ref. [21]). Starting from the
weak-coupling side, a simple, rough picture of the Mott transition is provided by the Gutzwiller
wave function (see [22] for a review), which describes a Mott insulator at half-filling when U
becomes so large that all doubly occupied sites are projected out: this is the so-called Brinkman-
Rice transition. These approximate understandings are quantitatively rathe inaccurate. Indeed,
one of the successes of DMFT has been its description of the Mott metal-insulator transition in
the infinite-dimensional Hubbard model, as discussed in Sec. 4.4 below.
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3.3 Diagrammatic perturbation theory

The self-energy, according to (22), represents the contribution to the (inverse) Green function
which is due to interactions. The perturbation theory for these quantities can be organized
effectively into Feynman diagrams as follows [16–18].
Feynman diagrams for single-particle Green functions (for arbitrary quadratic H0 and two-
particle interaction H1) are built from the following pieces:

= non-interacting Green function lineG(0), (30a)

= interaction vertex, (30b)

= full (interacting) Green function lineG . (30c)

The perturbation expansion in H1 then produces a series of diagrams (unlabeled [17], and ar-
rows omitted throughout) for the Green function

= + + + + + + · · ·

(31)
We will not review the diagrammatic rules here, but we note that each Green function line comes
with a Matsubara frequency (or imaginary time) argument and a momentum (or site) argument,
energy and momentum conservation holds at the interaction vertices, all variables of internal
lines are integrated over, while the variables of external lines are held fixed.
Since some parts of the diagrams are repeating, one defines so-called proper self-energy dia-
grams, which are “one-particle irreducible” (i.e., cannot be cut in two pieces by cutting a single
solid line) and have their external vertices amputated, which means that the non-interacting
Green functions, which would normally be connected to external vertices, are omitted (because
they already occur in other parts of the diagram). Some examples are:

proper proper not proper proper

(32)

The Dyson equation (21) can be expressed with Feynman diagrams as

= + Σ , (33)

where the self-energy now has the following expansion,
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Σ = + + + + · · · , (34)

which, combined with (33), recovers (30).
This perturbation series for the self-energy has so far been written in terms of free Green func-
tions, i.e.,ΣΣΣΣΣΣΣΣΣ depends on the function G(0) in the sense that the whole matrix G(0)(iωn) for all
frequency arguments enters intoΣΣΣΣΣΣΣΣΣ. In other words,ΣΣΣΣΣΣΣΣΣ =ΣΣΣΣΣΣΣΣΣ[G(0)] is a functional of G(0). The
diagrams forΣΣΣΣΣΣΣΣΣ[G(0)] still contain self-energy insertions in their internal lines, i.e., some inter-
nal parts of the diagrams repeat which have already been enumerated. One can thus proceed to
construct the so-called skeleton expansion which instead uses full (interacting) Green function
linesG

Σ = + + + · · · (35)

The diagrams in the skeleton expansionΣΣΣΣΣΣΣΣΣ[G] no longer contain self-energy insertions on the
Green function lines so that each self-energy diagram does not occur more than once.

3.4 Power counting in 1/d

The consequences that the scaling in the limit d→∞ has for many-body theory [8, 23] is best
discussed in terms of the Feynman diagrams for Green functions and the self-energy discussed
above, in particular using the skeleton expansion.
We first consider the d dependence of Gijσ(ω) in the limit d→∞, for scaled hopping ampli-
tudes

tij = t∗ij d
− 1

2
||Ri−Rj || . (36)

Here ||Ri −Rj|| is the fewest number of lattice steps that connectRi toRj on the hypercubic
lattice, and hence proportional to the number of sites connected by the hopping amplitude tij ,
so that (36) has the correct scaling. By our construction the kinetic energy is finite in the limit
d→∞, which can be expressed in terms of the Green function,

Ekin,σ =
∑
ij

tij〈c†iσcjσ〉 =
∑
ij

tij

∞∫
−∞

dω

2πi
Gijσ(ω) e

iω0+ = O(d0) . (37)

Here the double sum yields a contribution of order Ld||Ri−Rj ||. Hence we conclude

Gijσ(ω) = O(d−
1
2
||Ri−Rj ||) , Giiσ(ω) = O(d0) , (38)

i.e., the off-diagonal Green function decays rapidly with distance, which leads to simplifications
for the Feynman diagrams.
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3.5 Local self-energy

For the discussion of the self-energy we will work with so-called Hugenholtz diagrams instead,
which combine direct and exchange diagrams into a box vertex [17]. However, for the Hubbard
interaction there are no exchange diagrams anyway. We thus replace

i, σ i,−σ = Uni↑ni↓ = (39)

again omitting the arrows on the diagrams. We can then write the skeleton expansion as

Σ = + + + · · · (40)

The skeleton expansion has the property that any two vertices are joined through Green function
lines via at least three independent paths. Namely, suppose there is only one such path; then the
diagram is one-particle irreducible, a contradiction. If there are only two paths, then they must
run through a diagram part which is a self-energy insertion, which is also a contradiction.
Now consider an arbitrary diagram (in position space, so that the interaction vertices are labeled
by lattice site vectors), in which two internal vertices labeled by i and j appear,

i

j
(41)

Let us hold i fixed for the moment. We now compare the case j 6= i with the case j = i.
Suppose j 6= i. As discussed above, there are three independent paths from the vertex i to the
vertex j. The Green function lines on these paths can thus contribute at most O(d− 3

2
||Ri−Rj ||)

(or even less if there is another intermediate site Rk on a path). Although the summation
over j contributes a factor of order O(d||Ri−Rj ||), on the whole, any skeleton diagram is thus
suppressed at least by a factor O(d− 1

2
||Ri−Rj ||). As an example, consider

i

j

(42)

Even if the boxes without labels correspond to site j, there are three lines connecting i with j
and only one summation over j.
By contrast, for j = i the Green functions are of order O(d0), and there is no summation. We
thus conclude that only the case i = j contributes in the limit d → ∞, i.e., all diagrams in
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the skeleton expansion ΣΣΣΣΣΣΣΣΣ[G] have the same lattice site label at all their internal and external
vertices. Hence the self-energy is site-diagonal (“local”),

Σijσ(ω) = δij Σiiσ(ω) = δij Σσ(ω) , (43)

or, equivalently, momentum-independent in k space,

Σkσ(ω) = Σσ(ω) . (44)

Furthermore, the self-energy Σσ(ω) is a functional only of the local Green function Gσ(ω),
because all internal vertices in the skeleton expansion have the same site label.
The simple form of the self-energy has some immediate consequences also for the Green func-
tion (22), namely

Gkσ(ω) =
1

ω + µ− εk −Σσ(ω)
= G

(0)
kσ

(
ω −Σσ(ω)

)
. (45)

Summing over k gives us the local Green function as

Gσ(ω) =

∫
ddk

(2π)d
1

ω + µ− εk −Σσ(ω)
(46)

=

∞∫
−∞

dω
ρ(ε)

ω + µ−Σσ(ω)− ε
. (47)

The last equation thus provides a relation between the local self-energy and the local Green
function. It involves only the dispersion via the non-interacting density of states. This relation
is one of the ingredients of DMFT, as discussed below.

4 Dynamical mean-field theory

As seen above, the self-energy becomes site-diagonal and thus momentum-independent in the
limit d → ∞. The last step is now to actually construct the functional Σσ[Gσ] [1–3, 24, 25],
which will complete the derivation of the DMFT equations.

4.1 Path-integral representation

Green functions for many-body systems may be represented in a path integral representa-
tion [17]. The partition function and the imaginary-time-ordered Green function for the fermionic
HamiltonianH({c†α}, {cα}) can be written in terms of functional integrals over Grassmann vari-
ables

Z = Tre−β(H−µN) =

∫
φα(β)=−φα(0)

D(φ∗α(τ), φα(τ)) exp(A) , (48)

Gαβ(τ) =
1

Z

∫
φα(β)=−φα(0)

D(φ∗, φ) φα(τ)φ∗β(0) exp(A) , (49)
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with the action

A = −
∫ β

0

dτ

[∑
α

φ∗α (∂τ − µ)φα +H({φ∗α}, {φα})

]
. (50)

Note that the Grassmann fields φ∗α(τ) and φα(τ) are independent (i.e., they are not complex or
Hermitian conjugates of each other, even though they represent creation and annihilation oper-
ators) and antiperiodic boundary conditions are imposed on the latter. Path-integral expressions
such as (49) and (50) are actually just abbreviations for limits of expressions that are discretized
in imaginary time τ . We refer to Ref. [17] for details.

4.2 Mapping onto effective impurity models

It is now possible to construct an effective single-site action which matches that of the Hubbard
model in infinite dimensions [24]. For this purpose let us consider an action, A = A1 + A2,
consisting of a quadratic part and an interaction, which only involves one lattice site

A1 =

β∫
0

dτ

β∫
0

dτ ′
∑
σ

c∗σ(τ)G−1σ (τ, τ ′) cσ(τ
′) =

∑
n,σ

c∗σ(iωn)Gσ(iωn)
−1 cσ(iωn), (51a)

A2 = −U
β∫

0

dτ c∗↑(τ)c↑(τ)c
∗
↓(τ)c↓(τ), (51b)

with some as yet unfixed “free” Green function (GGG−1)τ,τ ′ = G−1σ (τ, τ ′), which also depends only
on imaginary-time differences.
We can calculate the imaginary-time-ordered Green function of the single degree of freedom c

from the action (51), and Fourier transform to Matsubara frequencies. This is abbreviated as

Gσ(iωn) = 〈cσ(iωn)c∗σ(iωn)〉A[G] . (52)

Correspondingly, we define the impurity impurity self-energy Σ̃ΣΣΣΣΣΣΣΣ via the impurity Dyson equa-
tion,

G =
[
GGG−1 − Σ̃ΣΣΣΣΣΣΣΣ

]−1
. (53)

Now consider the diagrams in the skeleton expansion of Σ̃ΣΣΣΣΣΣΣΣ[G] ,

Σ̃ΣΣΣΣΣΣΣΣ[G] = + + + · · · , (54)

in which of course only the single site of (51) occurs. However, since the local Hubbard inter-
action is the same both for the lattice Hubbard model and the single-site action, this skeleton
expansion is exactly the same as that for the Hubbard model (35), i.e.,

Σ̃ΣΣΣΣΣΣΣΣ[G] =ΣΣΣΣΣΣΣΣΣ[G] . (55)

This shows that the self-energy skeleton functional Σσ[Gσ] can be obtained by solving the
single-site problem (51). In the next section we discuss how to choose Gσ appropriately.
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4.3 Dynamical mean-field equations

Putting everything together, we arrive at three DMFT equations, which determine three un-
knowns: the local Green function Gσ(iωn), the dynamical mean field (or Weiss field) Gσ(iωn),
and the local self-energy Σσ(iωn):

Gσ(iωn)= 〈cσ(iωn)c∗σ(iωn)〉A[G], (DMFT-1)

Gσ(iωn)=
[
Gσ(iωn)−1 −Σσ(iωn)

]−1
, (DMFT-2)

Gσ(iωn) =

∫
dε

ρ(ε)

iωn + µ−Σσ(iωn)− ε
. (DMFT-3)

Note that the self-consistency equation (47) provides precisely the needed relation (DMFT-3)
to fix the Weiss field Gσ. This ensures that one solves the correct single-site problem, i.e., the
one which corresponds to the Hubbard model on a lattice with density of states ρ(ε).
A typical iterative solution then proceeds a follows: Start with some Weiss field Gσ, obtain Gσ

from (DMFT-1), determineΣσ from the impurity Dyson equation (DMFT-2), calculateGσ from
the self-consistency equation (DMFT-3), obtain Gσ by using (DMFT-2) again, and repeat until
convergence is reached.
One can check that the DMFT equations reproduce the correct non-interacting and atomic lim-
its. (i) In the non-interacting case we have U = 0 and thus Σσ(iωn) = 0. Furthermore it
follows from (DMFT-3) that then Gσ(iωn) = G

(0)
σ (iωn). Finally (DMFT-2) gives Gσ(iωn) =

Gσ(iωn), and this agrees with (DMFT-1) for U = 0. (ii) On the other hand, in the atomic
limit we have tij = 0 and εk = 0, i.e., ρ(ε) = δ(ε). From (DMFT-3) we obtain Gσ(iωn) =

[iωn + µ − Σσ(iωn)]
−1, and (DMFT-2) yields Gσ(iωn)−1 = iωn + µ, i.e., G−1σ (τ) = −∂τ + µ,

which agrees with (DMFT-1) for tij = 0.
For a given non-zero value of the Hubbard interaction U the Green function obtained from the
local action (51) clearly represents the most difficult of the DMFT equations. To obtain the
impurity Green function from it, a dynamical single-site problem must be solved, usually with
numerical methods. For finite temperatures quantum and thermal averages this can be stochas-
tically sampled with quantum Monte Carlo (QMC) methods. The older Hirsch-Fye QMC al-
gorithm [25–27] uses a fixed imaginary time-grid, whereas the more effective continuous-time
(CT) QMC [28–30] samples creation and annihilation of particles at arbitrary imaginary times.
Methods that also work for zero temperature include exact diagonalization (ED) [31–33], the
numerical renormalization group (NRG) [34, 35] and the density-matrix renormalization group
(DMRG) [36, 37]. Several of these methods are discussed in the other lectures of this book. A
number of perturbative or semianalytic methods is also available [1].
To use these “impurity solvers”, the single-site action (51) is often not used directly, but rather
an impurity problem defined by a Hamiltonian is considered, usually by constructing a single-
impurity Anderson model (SIAM)

HSIAM =
∑
`σ

ε` a
†
`σa`σ +

∑
`σ

V` (a
†
`σcσ + c†σa`σ) + U c†↑c↑c

†
↓c↓ . (56)
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Fig. 2: Zero-temperature spectral function for the homogeneous phase of the Hubbard model
on the Bethe lattice with nearest-neighbor hopping and bandwidth W = 4|t∗| at half-filling,
evaluated with NRG. From Ref. [34].

Here the fermions a`σ represent a non-interacting bath which hosts the interacting fermion cσ.
This bath can be at once integrated out from the action which represents HSIAM, because this
involves only Gaussian (path) integrals. The resulting action is then precisely of the form (51),
with

G−1σ (iωn) = iωn + µ− 1

π

∞∫
−∞

dω
∆(ω)

iωn − ω
, ∆(ω) = π

∑
`

V 2
` δ(ω − ε`) , (57)

where ∆(ω) is called the hybridization function. In the DMFT iteration cycle one must now
find the parameters V` and ε` that allow a self-consistent DMFT solution. Then the SIAM has
been determined which properly represents the infinite-dimensional Hubbard model in DMFT.
For reference we note that the self-consistency equation (DMFT-3) yields a simple relation for
nearest-neighbor hopping t∗ on the Bethe lattice with density of states (9),

Gσ(iωn) = iωn + µ− t2∗G(iωn) . (58)

This relation and generalizations for other types of hopping are discussed in Refs. [1,10,11,14,
15].

4.4 Results for the Hubbard model

Some aspects of the spectrum and the DMFT phase diagram of the Hubbard model were dis-
cussed already in the Lecture of D. Vollhardt. Fig. 2 shows the zero-temperature spectral
function for the homogeneous phase of the Hubbard model on the Bethe lattice with nearest-
neighbor hopping and bandwidth W = 4|t∗| at half-filling, evaluated with NRG. Three values
of U are shown, one in the metallic phase (three peaks in the spectral function), one close to
the critical value Uc, and one for the insulating phase (with gap in the spectral function). At the
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Fig. 3: Quasiparticle weight Z for the half-filled Hubbard model on the Bethe lattice (with
t∗ = 1) in DMFT. Crosses +: NRG; squares: ED; crosses × and circles: QMC extrapolations;
lower gray line: 2nd order perturbation theory in U , upper gray line: 4th order perturbation
theory in U . From Ref. [10].

Fermi energy the spectral function has the same value for all U in the metallic phase; this is a
consequence of Luttinger’s theorem [8]. In the metallic phase the weight of the central peak is
proportional to the Fermi liquid quasiparticle renormalization factor Z (see (27)), whereas the
outer two peaks are the developing Hubbard bands. Note that the energy resolution of NRG
is best near the Fermi surface, i.e., near ω = 0. Higher-resolution DMRG calculations have
shown that there is actually a more pronounced substructure at the inner edges of the Hubbard
bands close to Uc [36, 37], which has been attributed to the effective interaction of so-called
doublon-holon pairs [38].
Fig. 3 shows the renormalization factor Z in the limit of zero temperature obtained with various
methods. It starts from Z = 1 for the non-interacting case and decreases as U is increased,
corresponding to the decreasing width of the central peak in the spectral function and an in-
creasingly flatter dispersion. At Uc, the half-filled system undergoes a Mott metal insulator
transition, i.e., it becomes localized and Z vanishes accordingly.

4.5 Results for the Falicov-Kimball model

The Falicov-Kimball model is a simplified version of the Hubbard model, in which only one of
the two spin species is mobile (relabeled as di), while the other (relabeled as fi) is not. For this
model the Green function can be derived explicitly from the DMFT action [39]; higher-order
Green functions can also be obtained [40, 41]. The Hamiltonian reads

H =
∑
ij

tij d
†
idj + Ef

∑
i

f †i fi + U
∑
i

d†idif
†
i fi , (59)
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Fig. 4: Spectral function of itinerant d electrons for the Falicov-Kimball model in DMFT for
nearest-neighbor hopping on the Bethe lattice, homogeneous phase, nd = nf = 1/2, and
U = 0.5, 1.0, . . . 3.0. From Ref. [39].

i.e., the d electrons are moving against a background of static f electrons, whose configuration
is chosen such that it optimizes the free energy. In principle this makes the model quite com-
plicated, as one needs the spectrum of H for all the possible f configurations. In dimensions
d ≥ 2 it is known that at half-filling on a bipartite lattice checkerboard order of the f electrons
appears in the ground state and persists up to a finite critical temperature [42]. Here we consider
only the homogeneous phase in DMFT for simplicity.
Since there is no hopping amplitude for the f electrons, the DMFT self-consistency yields at
once G−1f = −∂τ + µ + Ef , as explained above for the atomic limit. The DMFT action is thus
given by

A =

β∫
0

dτ

β∫
0

dτ ′d∗(τ)G−1d (τ, τ ′) d(τ ′)

+

β∫
0

dτf ∗(τ)(∂τ − µ+ Ef ) f(τ)− U
β∫

0

dτ d∗(τ)d(τ)f ∗(τ)f(τ). (60)

Now the f electrons can be integrated out at each lattice site, i.e., they are in the atomic limit
(cf. Sec. 3.2). This leads to

Gd(iωn) = 〈d(iωn)d∗(iωn)〉A =
nf

Gd(iωn)−1 − U
+

1− nf
Gd(iωn)−1

, (61)

which must be solved together with the other two DMFT equations

Gd(iωn) =

∞∫
−∞

dε ρd(ε)

iωn + µ−Σd(iωn)− ε
, (62)

Gd(iωn)
−1 = Gd(iωn)−1 −Σd(iωn) . (63)
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This set of equations determines the d-electron Green functionGd(iωn) for any density of states
ρd(ε). Analytic continuation to real frequencies shows at once that the spectra in the homoge-
neous phase are independent of temperature. Note that this no longer holds in the checkerboard
phase). Fig. 4 shows the spectral function Ad(ω) for several U for the Bethe lattice (with
nearest-neighbor hopping t∗ = 1). In particular there is a Mott metal-insulator transition taking
place at Uc = 2; for larger U a band gap develops. Nevertheless, the transition is qualitatively
different from that in the Hubbard model. For example, for the Falicov-Kimball model it can
be shown from the low-energy form of the self-energy that for 0 < U < Uc the metallic state is
not a Landau Fermi liquid; as a consequence, the spectral function is not pinned at the Fermi
surface.
It is also possible to solve for the d self-energy as a functional of the d Green function, i.e., for
the skeleton expansion Σd[Gd] [21]

Σd(iωn) =
U

2
− 1

2Gd(iωn)
±

√(
U

2
− 1

2Gd(iωn)

)2

+
Unf

Gd(iωn)
, (64)

which is independent of the density of states ρ(ε). Note that in contrast to the Hubbard model,
for the Falicov-Kimball model the skeleton functional is in fact only a function of the Green
function, i.e., Σd(iωn) depends only on Gd(iωn) at the same Matsubara frequency.

5 Summary and outlook

In this lecture we reviewed the foundations of dynamical mean-field theory for the infinite-
dimensional single-band Hubbard model, i.e., the scaling of hopping amplitudes, the local na-
ture of the self-energy, and the mapping onto a dynamical single-site problem in an effective
bath which has to be determined self-consistently. Some of the numerical approaches to the
effective single-site problem, also for the multiband case, are discussed in the other lectures in
this school. Also, important generalizations beyond single-site DMFT to clusters and beyond
local self-energies are discussed there, which are important for the accurate description of in
fact finite-dimensional systems. DMFT therefore leads not only to nonperturbative numerical
solutions to Hubbard-type models in infinite dimensions, but it is also a robust starting point for
approximate theories of finite-dimensional systems.
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