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1 Introduction

These lecture notes aim to provide a basic introduction to the central concepts behind modern
quantum Monte Carlo (QMC) techniques for the simulation of quantum spin systems in ther-
mal equilibrium. Acquaintance with the Monte Carlo approach to simulate classical statistical
physics models is assumed, and can be obtained for example from the lecture of W. Krauth
in this volume. In devising QMC simulation methods, two major steps need to be taken: (i)
The quantum partition function must be reformulated in a way as to allow stochastic sampling
over a space of effective configurations, such that each contributing configuration has a positive
statistical weight. (ii) An efficient update-scheme needs to be devised in order to sample this
configuration space through a Markov process. The first part of these lecture notes (Secs. 2
and 3) concerns the derivation of different representations of the quantum partition function,
and thus relates to the first of these steps. Similarly as in the case of classical Monte Carlo
schemes, a major breakthrough concerning the second step was the invention of efficient global
update schemes, which will be introduced in the second part of these notes (Secs. 4 and 5).
Finally, in section 6, we will discuss the QMC sign problem, which still poses the most severe
restriction in applying the presented QMC methods to (frustrated) quantum spin systems. There
exist already various excellent recent reviews on the methods that we discuss below, and we will
mention some of these at the appropriate places. Thus, in these notes, we do not attempt to pro-
vide a comprehensive account on the subject, but instead we will highlight the key ideas behind
these techniques.

2 World lines and local updates

We will discuss QMC methods for the simulation of (finite) quantum spin systems at finite
temperatures. Upon tuning the simulation temperature sufficiently low (sufficiently below the
finite-size spin gap), however, ground state properties of a finite system can usually be explored
as well. As will be seen below, these QMC methods are feasible for non-frustrated spin mod-
els. In particular, this restricts for example the simulation of the antiferromagnetic Heisenberg
model to bipartite lattices. But, there are no restrictions regarding e.g., the dimensionality of
the system, and also very large systems with several thousands or even millions of spins can
be treated, depending on the temperature range of interest; the computational effort of these
methods scales linearly in both the system size and in the inverse temperature β = 1/T (we
fix kB = 1 here). For the sake of clarity, we consider in the following the spin-1/2 Heisenberg
model on an open chain with Ns lattice sites,

H = J

Ns−1∑
i=1

~Si · ~Si+1 (1)

as an example system when deriving the QMC algorithms. We refer to appendix A concerning
the notation employed here. In the following, we are interested in calculating thermal expec-
tation values, such as for example the internal energy E = 〈H〉 of the system at an inverse
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temperature β. From statistical physics, we know that

〈H〉 =
1

Z
Tr
(
He−βH

)
=

1

Z

∑
n

Ene
−βEn , (2)

where in the last step we expressed the trace in the basis of eigenstates of the Hamiltonian, and
the partition function Z = Tr(e−βH) =

∑
n e
−βEn . While the above expressions in the basis

of eigenstates of the Hamiltonian closely resemble the corresponding formulas for a classical
system, the problem in the quantum case is that usually one does not know the full spectrum of
the Hamiltonian, and thus the above sums cannot be directly calculated. Knowing the spectrum
of H in the quantum case, one would often have essentially already solved the problem of
interest.
QMC methods circumvent the full diagonalization of H by mapping the quantum partition
function Z to a partition function of an effective classical model, and then performing a Monte
Carlo sampling of the states contributing to the effective classical partition function. In order to
see how such a mapping can be realized, we consider first the Suzuki-Trotter decomposition of
the partition function, as pioneered by Suzuki in 1976 [1]. This approach will set the stage for
more advanced QMC approaches.

2.1 Suzuki-Trotter decomposition

Our first task will be to map the quantum partition function to that of an effective classical
model. In the following, we consider in particular the quantum Heisenberg model on an open
chain, given by the Hamiltonian Eq. (1), which can be decomposed into contributions from each
bond,

H =
∑
i

Hi, Hi = J ~Si · ~Si+1, (3)

where Hi is a bond Hamiltonian, that corresponds to the bond between site i and site i + 1 on
the chain. We can furthermore separate H into two parts,

H = HA +HB, (4)

where HA (HB) consists of only the even (odd) bond contributions, i.e,

HA =
∑
i even

Hi, HB =
∑
i odd

Hi. (5)

While
[
HA, HB

]
6= 0, the bond Hamiltonians within HA or HB commute among themselves,

since [Hi, Hj] = 0 for i and j both even (or both odd). We have thus separated H into two
parts, each of which consists of commuting terms. Now, we rewrite the statistical operator as a
product of many terms, each with a small prefactor β/M in front of H ,

e−βH =
(
e−

β
M
H
)M

=
(
e−∆τH

)M
, (6)

with a (large) integer number (called the Trotter number) M , and ∆τ = β/M . The Suzuki-
Trotter (or split-operator) approximation [1, 2] now consists in approximating the exponential
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of H , expressed in terms of the two non-commuting pieces H = HA + HB, by a product of
exponentials. While many such decompositions are possible, the most commonly used approx-
imations (also employed beyond QMC methods) are

e−∆τH = e−∆τ(HA+HB) =

{
e−∆τHA e−∆τHB +O(∆τ 2)

e−∆τHB/2 e−∆τHA e−∆τHB/2 +O(∆τ 3)
, (7)

where the errors are also proportional to the commutator
[
HA, HB

]
. Using either of the two

approximations in Eq. (6), we obtain

Z = Tr
(
e−βH

)
= Tr

(
e−∆τHA e−∆τHB︸ ︷︷ ︸

M

e−∆τHA e−∆τHB︸ ︷︷ ︸
M−1

· . . . · e−∆τHA e−∆τHB︸ ︷︷ ︸
1

)
+O(∆τ 2). (8)

When using the second-order approximation from Eq. (7), the final expression is obvious. How-
ever, when using the third-order approximation, one actually obtains the same final expression,
due to the cyclic invariance of the trace, which can be used to move the most left exponential
to the very right, and then coalesce every other two consecutive terms. This also shows, that
the systematic error in Z actually scales as M∆τ 3 ∝ ∆τ 2, even when using the second-order
approximation, where one might have expected an O(∆τ) error in the final expression. Now,
consider a basis of the Hilbert space, e.g., in terms of the local eigenstates of Szi , which we write

|σ1〉 = | ↑↑ . . . ↑↑〉
|σ2〉 = | ↑↑ . . . ↑↓〉

...

|σ2N 〉 = | ↓↓ . . . ↓↓〉 . (9)

Since this set forms a basis, we obtain a completeness relation:∑
σ

|σ〉〈σ| = 1 , (10)

where |σ〉〈σ| is a projection operator onto the basis state |σ〉. Within this basis of the Hilbert
space, we can thus express the partition function as

Z =
∑
σ0

〈σ0|e−βH |σ0〉

≈
∑
σ0

〈σ0| e−∆τHAe−∆τHB︸ ︷︷ ︸
M

e−∆τHAe−∆τHB︸ ︷︷ ︸
M−1

. . . e−∆τHAe−∆τHB︸ ︷︷ ︸
1

|σ0〉

=
∑
σ0

〈σ0|e−∆τHAe−∆τHB . . . e−∆τHA
(∑

σ1

|σ1〉〈σ1|

)
e−∆τHB |σ0〉

=
∑
σ0

∑
σ1

〈σ0|e−∆τHAe−∆τHB . . .

(∑
σ2

|σ2〉〈σ2|

)
e−∆τHA|σ1〉〈σ1|e−∆τHB |σ0〉

=
∑

σ0,σ1,σ2

〈σ0|e−∆τHAe−∆τHB . . .

(∑
σ3

|σ3〉〈σ3|

)
e−∆τHB |σ2〉〈σ2|e−∆τHA|σ1〉〈σ1|e−∆τHB |σ0〉 .
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Fig. 1: A configuration contributing to the checkerboard decomposition of the partition function
of an open spin-1/2 Heisenberg chain with 6 lattice sites, for a Trotter number M = 3. Black
(white) circles denote spin up (down), and the world lines of the up (down) spins are denoted
by red (green) lines. Each dashed square represents the exponential of a bond Hamiltonian.

In the above summations, we added a (superscript) label to distinguish the basis sets that arise
from the trace (|σ0〉) and from the various inserted partitions of unity (|σ1〉, |σ2〉, and |σ3〉).
Continuing this way, we eventually arrive at the following expression:

Z =
∑
{σi}

〈σ0|e−∆τHA|σ2M−1〉︸ ︷︷ ︸
2M

〈σ2M−1|e−∆τHB |σ2M−2〉︸ ︷︷ ︸
2M−1

〈σ2M−2|e−∆τHA|σ2M−3〉︸ ︷︷ ︸
2M−2

. . .

. . . 〈σ3|e−∆τHB |σ2︸ ︷︷ ︸
3

〉 〈σ2|e−∆τHA|σ1︸ ︷︷ ︸
2

〉 〈σ1|e−∆τHB |σ0︸ ︷︷ ︸
1

〉+O(∆τ 2) .
(11)

This representation of Z is referred to as the “Suzuki-Trotter decomposition”. Furthermore,
since HA and HB each consists of commuting parts, we find that

e−∆τHA =
∏
i even

e−∆τHi = e−∆τH2e−∆τH4 . . . (12)

e−∆τHB =
∏
i odd

e−∆τHi = e−∆τH1e−∆τH3 . . . (13)

and thus in the Suzuki-Trotter decomposition each exponential expression factorizes into ex-
ponentials for the bond Hamiltonians on either all even or all odd bonds. One can represent a
given contribution to Z graphically, as is shown for a specific example withNs = 6, andM = 3

in Fig. 1. This two-dimensional picture appears like a space-time picture of spins propagating
in discrete steps from the initial configuration |σ0〉 to |σ1〉,..., and finally from |σ2M−1〉 back
to |σ0〉, since the configurations on the first and the last step are equal. This pictorial illustra-
tion also explains why the underlying partitioning of the Hamiltonian is often referred to as the
“checkerboard decomposition” .
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2.2 World lines

Each exponential e−∆τHi couples two spin sites on a shaded plaquette, and the statistical weight
of a configuration is the product of all the matrix elements of the exponentials on all shaded
plaquettes. Note, that e−∆τHi appears as an imaginary-time evolution operator, that propagates
the two spins at sites i and i+ 1 from one “time slice” to the next. To appreciate this suggestive
picture of a discrete time propagation, we introduced the corresponding “Trotter time-step”
∆τ = β/M above. However, not all of the 24 = 16 possible spin configurations along a shaded
plaquette are allowed to appear within the checkerboard decomposition. In order to assess
the allowed configurations and the corresponding matrix elements, we explicitly calculate the
matrix elements of the operators

e−∆τHi =
∞∑
k=0

1

k!
(∆τ)k(−Hi)

k. (14)

In the local two-sites basis of the two spins at site i and i+ 1, the Hamiltonian matrix is

Hi = J


1
4

0 0 0

0 −1
4

1
2

0

0 1
2
−1

4
0

0 0 0 1
4

 , in the local basis

| ↑↑〉
| ↑↓〉
| ↓↑〉
| ↓↓〉

. (15)

Upon performing the Taylor expansion, and grouping back the resulting terms, one finds (this
would make up a nice exercise)

e−∆τHi = e+∆τJ/4


e

−∆τJ
2 0 0 0

0 cosh(∆τJ
2

) − sinh(∆τJ
2

) 0

0 − sinh(∆τJ
2

) cosh(∆τJ
2

) 0

0 0 0 e
−∆τJ

2

 . (16)

There are thus 6 possible allowed plaquettes with a finite weight. They are shown in Fig. 2.
All other combinations would lead to a vanishing matrix element and are thus not allowed to
occur as part of any allowed configuration. The allowed configurations are those that exhibit
the same total local magnetization Szi + Szi+1 on the lower and the upper edge of each shaded
plaquette. This property derives from the fact that each bond Hamiltonian Hi conserves the
total magnetization of the two spins connected by the bond.
When we connect the positions of the up and down spins as they propagate through the shaded
plaquettes, we obtain continuous lines. These are the “world lines” of the spins, and each such
world line denotes the evolution of one spin up or down from |σ0〉 back to |σ0〉. The world
lines for both the spin-up and the spin-down case are illustrated in Fig. 1. Note, that it would be
sufficient to only show, say, the up spins, which is what will be done later on in these notes. If
one would glue together the upper and lower boundary of the space-time configuration to make
the periodicity constraint by the trace more explicit, these world lines are thus continuous, and
are not broken anywhere. This set of unbroken world-line configurations defines a classical
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Fig. 2: Allowed shaded plaquette configurations for the spin-1/2 Heisenberg model. Black
(white) circles denote spin up (down), and the world lines of the up (down) spins are denoted
by red (green) lines.

statistical model, which has the same partition function as the quantum partition function, if the
weight of a given world-line configuration C equals the product of the matrix elements from all
shaded plaquettes P

W (C) =
∏
P

WP (C|P ), (17)

where WP (C|P ) is the corresponding matrix element of e−∆τHi for plaquette P in the con-
figuration C. At first sight, the effective model might appear to be just the two-dimensional
Ising model on a square lattice of size Ns × 2M , with periodic boundary conditions in the y-
direction. However, the effective classical model is in fact more complex than the Ising model,
which has an unconstrained configuration space. Only a subset of configurations of the two-
dimensional Ising model are allowed to occur also in the effective classical model for Z. These
configurations are those that correspond to continuous, unbroken world lines. In higher spatial
dimensions, one can use the Suzuki-Trotter approach with decompositions very similar to the
one discussed above. One thus finds that the quantum partition function of a d-dimensional sys-
tem (here d = 1) corresponds to that of an effective classical model in (d+ 1) dimensions, with
the (d + 1)-th direction corresponding to an imaginary-time evolution of the original quantum
model. This well known quantum-to-classical-mapping holds in fact much more generally, and
exposes a deep connection between classical and quantum statistical physics.
Note however the minus sign in front of the off-diagonal matrix elements: for the allowed
world-line configurations, all the accumulated signs actually cancel out, due to the periodicity
constraint in imaginary time, in case of the open chain or for a closed chain with an even number
of sites. This holds also true for higher-dimensional generalizations of the world-line approach
whenever the underlying lattice structure is bipartite. However, for frustrated systems, e.g., for
a closed 3-site chain, there appears a “sign problem”, since both configuration with positive and
negative weights are allowed. We will discuss the consequences of this issue in Sec. 6.

2.3 Local updates

The world-line representation introduced above can be taken as a starting point to set up a QMC
algorithm [3]. But, how does one sample configurations in the effective world-line model in a
Monte Carlo algorithm, i.e., how do we generate new valid world-line configurations from a
given one? Since the spin Sz-conservation prohibits the breaking of world lines, the updates
need to move world-line segments instead of just changing local spin states like in the classical
Ising model. In the early days, so-called local updates were performed, i.e., local manipulations
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(a) (b)

Fig. 3: Two different local updates of world-line configurations in discrete time (a) and in the
continuous-time limit (b). For clarity, only the spin-up world lines are shown explicitly.

of the world-line configuration, such as those shown in Fig. 3 (a). These local updates are quite
simple and either generate a pair of kinks across a white plaquette within a straight section of
the world line, or they move a kink to a neighboring plaquette [3, 4], as shown in Fig. 3 (a).
Slightly more complicated local moves are required for higher-dimensional spin systems [5], or
for other quantum lattice models [6]. In any case, such local updates are accepted by considering
the related change in the statistical weight according to Eq. (17), using e.g., the Metropolis [7]
acceptance scheme.
However, such local updates are not efficient in two respects: First, global properties of the
configurations cannot be changed by such local updates; the spatial winding number of the
world lines and their total number, i.e. the total magnetization of the system, cannot be changed
using local moves. Thus, they had to be complemented by special global updates as well [5].
Second, such updates lead to severe critical slowing down upon approaching critical regions,
similarly as those familiar from the local Metropolis algorithm for the Ising model. A major
breakthrough in overcoming this problem was the work by Evertz, Lana and Marcu [8], in which
they presented an extension of the Swendsen-Wang cluster update idea known from classical
Monte Carlo studies to world-line QMC methods [56]. We will present this “loop algorithm”
in Sec. 4. Before doing so, we want to introduce two other QMC representations, which are
relevant for modern QMC algorithms.

2.4 The continuous-time limit

Due to the finite number of time slices, M , the approach described above suffers from a sys-
tematic error – the discretization or Trotter error. It has been shown that in most cases, one
can keep ∆τ independent of Ns and β in order to ensure a constant error level [9] (for some
observables, however, care has to be taken to avoid divergent errors in the zero temperature
limit β → ∞ [9, 10]). The Trotter error was controlled originally by extrapolation to the
continuous-time limit ∆τ → 0, from simulations with different values of the time step ∆τ . It
was realized later [11] that the continuous-time limit can be taken already in the construction of
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Fig. 4: Comparison of world-line QMC configurations in a) discrete time, b) continuous time,
and c) in SSE representation. In the latter, the continuous-time index is replaced by an ordered
integer index of the operators, and additional diagonal terms are indicated by dashed lines.

the algorithm, so that simulations can be performed directly in the limit ∆τ → 0, i.e., M →∞,
without the need to perform any final extrapolations. This appears feasible, once one realizes
that a given world-line configuration can be represented by keeping only a list of times at which
the configuration changes, instead of storing the configuration at each of the 2M time slices.
Indeed, the probability for a jump of a world line (i.e., a kink in the world line) from one lattice
site to a neighboring site across a given plaquette, and thus a change in the local configuration
is proportional to sinh(∆τJ/2) ∝ ∆τ ∝ 1/M . Hence, the mean total number of such kinks
remains finite in the limit M → ∞. The continuous world-line representation, i.e., the limit
∆τ → 0, is thus well defined, and the relevant configurational information can be efficiently
represented on a computer. This is illustrated in Fig. 4 (a) and (b), by comparing the discrete
and continuous-time world-line approach.

In addition to the configurational information, the local updates need to be revisited in the
continuous-time limit as well. In particular, the probability Ppk for the insertion of a pair of
kinks in the world line (the upper move in Fig. 3 (a)), vanishes in the continuous-time limit as

Ppk = sinh2(∆τJ/2)/ cosh2(∆τJ/2) ∝ ∆τ 2 ∝ 1/M2 → 0. (18)

To circumvent such a vanishing probability, one now proposes to insert a pair of jumps not at
specific locations, but anywhere inside a finite time interval [11], as illustrated in Fig. 3 (b).
The integrated probability for such a move then remains finite in the continuous-time limit.
Similarly, instead of shifting a kink by ∆τ (the lower move in Fig. 3 (a)), one now moves it
within a finite time interval in the continuous-time algorithm. In addition to local updates, also
the loop algorithm has been shown to allow for an efficient realization in the continuous-time
limit [12], as will be discussed below.

Finally, we remark that the continuous-time limit of the Suzuki-Trotter formula, Eq. (11), in the
above interpretation is in fact equivalent to a time-dependent perturbation theory in imaginary
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time,

Z = Tr exp(−βH) = Tr

[
exp(−βH0) T exp

∫ β

0

dτV (τ)

]
= Tr

[
exp(−βH0)

(
1−
∫ β

0

dτV (τ)dτ +
1

2

∫ β

0

dτ1

∫ β

τ1

dτ2V (τ1)V (τ2) + ...

)]
, (19)

where the symbol T denotes the (imaginary-) time ordering of the exponential [11, 13]. In this
representation, the Hamiltonian H = H0 + V is split up into a diagonal term H0 and an off-
diagonal perturbation V , which in the interaction picture is V (τ) = exp(τH0)V exp(−τH0).
For the Heisenberg model, the diagonal term H0 is given by the longitudinal Szi S

z
j spin-spin in-

teractions, while the off-diagonal perturbation V relates to the transverse, spin exchange terms,
1
2
(S+

i S
−
j + S−i S

+
j ) in H . In more detail, we express the Heisenberg Hamiltonian as

H = H0 + V =
∑
〈i,j〉

JSzi S
z
j +

∑
〈i,j〉

J

2
(S+

i S
−
j + S−i S

+
j ). (20)

The number of kinks in a given continuous-time world-line configuration is then equal to the
expansion order of a specific term in the perturbation expansion, wherein each kink’s space-
time position is set by a specific spin exchange term from V between two lattice sites i and j,
as well as a corresponding imaginary time τ between 0 and β. Furthermore, the exponential
factors exp(τH0) in V (τ) describe the vertical, unperturbed evolution of the spins along the
world lines between the kinks, thus establishing explicitly the above-mentioned equivalence
between these two formulations of the continuous-time limit.

3 Stochastic series expansion

Already before Suzuki’s approach to QMC in the mid 1970s [1, 3], an alternative approach
to QMC simulations had been put forward by Handscomb in the early 1960s [14, 15] for the
specific case of the ferromagnetic Heisenberg model. It is based on a Taylor expansion of the
statistical operator inside the partition function:

Z = Tr exp(−βH) =
∞∑
n=0

βn

n!
Tr ((−H)n) . (21)

In Handscomb’s approach and within later extensions to other models [16–18], the traces of
Hn where evaluated employing projection operator expressions. Later, in the early 1990s, the
power-series approach to QMC simulations was revisited by Sandvik and Kurkijärvi within
the more generally applicable stochastic series expansion (SSE) formulation [19, 20], in which
these traces are also sampled stochastically. A recent review of the SSE method, combined with
a general introduction to computational methods for quantum spin systems, can be found in
Ref. [21]. It contains also many basic details for implementing the SSE QMC method.
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3.1 Configuration space

To formulate the SSE method, it proves convenient to first express the Heisenberg Hamiltonian
as a sum of bond operators, which are either diagonal or off-diagonal in the standard Sz-basis,

H = −
Nb∑
b=1

(H1,b −H2,b) + JNb/4, (22)

with

H1,b = J

(
1

4
− Szi(b)Szj(b)

)
, (23)

H2,b =
J

2

(
S+
i(b)S

−
j(b) + S−i(b)S

+
j(b)

)
. (24)

Here, Nb equals the total number of bonds in the system, and i(b) and j(b) denote the two
lattice sites that are connected by the bond with bond index b. The explicit introduction of
the minus sign in H is convenient, while the constant in the diagonal operators will make the
series expansion positive definite, as we will see shortly. Note that this constant is irrelevant
for the physics of the system, but has to be accounted for when calculating the system’s energy,
as we will see in the next section. We now insert the above form of the Hamiltonian into the
expression Eq. (21) for the partition function, thereby obtaining

Z =
∑
σ

∞∑
n=0

βn

n!

∑
Sn

(−1)n2〈σ|Ht(n),b(n) · · ·Ht(2),b(2)Ht(1),b(1)|σ〉. (25)

Here we used the local Sz-basis to express the trace, and Sn denotes products (strings) of the
bond operatorsH1,b orH2,b that originate from expandingHn in these bond operator terms using
Eq. (22), namely, each such operator string Sn is an sequence of n bond operators, specified by
the type labels t(p) ∈ {1, 2} (i.e. diagonal or off-diagonal) and b(p) ∈ {1, ..., Nb}, so that we
can also write such a sequence as

Sn = [t(1), b(1)], [t(2), b(2)], ..., [t(n), b(n)]. (26)

The summation in Eq. (25) extends over all expansion orders n, and for each expansion order,
over all operator sequences Sn of length n, containing n bond operators. Finally, n2 denotes the
number of off-diagonal operators in the sequence Sn, i.e., the number of sequence elements with
t(p) = 2. It is important to note that, in the local Sz-basis, the bond operators exhibit a non-
branching property, i.e., if one applies a bond operator to one of these basis states, the resulting
state is either proportional to the same basis state, or to another basis state, or it vanishes. But
in no case it is a superposition of two or more such basis states generated when traversing the
action of the sequence of bond operators starting from any initial basis state |σ〉.
The propagated basis state that appears after the action of the first p operators, i.e., at propaga-
tion level p, will be denoted (after proper normalization) by |σ(p)〉, i.e.,

|σ(p)〉 ∝
p∏
q=1

Ht(q),b(q)|σ〉 . (27)
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Note that for any operator-state configuration (Sn, |σ〉) that contributes to Z, the final state,
resulting after the action of all the n operators has to fulfill 〈σ|σ(n)〉 6= 0, thus we obtain the
following periodicity constraint: |σ(n)〉 = |σ(0)〉 = |σ〉.
If one examines in more detail the action of the different bond operators H1,b and H2,b on the
two spins at the related lattice sites i(b) and j(b) of a basis state |σ〉, one finds, that (i) the state
is destroyed if both spins are parallel,

H1,b| ↑i(b)↑j(b)〉 = 0, H1,b| ↓i(b)↓j(b)〉 = 0, (28)

H2,b| ↑i(b)↑j(b)〉 = 0, H2,b| ↓i(b)↓j(b)〉 = 0, (29)

and (ii) if the two spins are anti-parallel, the spin state is preserved by H1,b, while being flipped
by H2,b, in both cases with a matrix element of J/2,

〈↑i(b)↓j(b) |H1,b| ↑i(b)↓i(b)〉 = J/2, 〈↓i(b)↑j(b) |H1,b| ↓i(b)↑i(b)〉 = J/2, (30)

〈↓i(b)↑j(b) |H2,b| ↑i(b)↓i(b)〉 = J/2, 〈↑i(b)↓j(b) |H2,b| ↓i(b)↑i(b)〉 = J/2. (31)

From (i) it follows that for any operator-state configuration (Sn, |σ〉) that contributes to Z, the
bond operators Ht(p),b(p) act only on propagated states with anti-parallel spins on bond b(p).
Property (ii) implies that all the matrix elements that arise from the bond operators within the
operator string are equal and positive. The effective configuration space of the SSE method
thus essentially consists of all allowed operator-state configurations, i.e., those with non-zero
weight, with the weight of a given configuration C = (Sn, |σ〉) obtained from Eq. (25),

Z =
∑
C

W (C), W (C) =
βn

n!
〈σ|

n∏
p=1

Ht(p),b(p)|σ〉 . (32)

Here, we also anticipated that on a bipartite lattice the number of off-diagonal operators in an
allowed operator sequence must be even, such that (−1)n2 = +1, due to the periodicity con-
straint |σ(n)〉 = |σ(0)〉 = |σ〉. For a non-bipartite (frustrated) lattice this would not be the case,
and a QMC sign-problem would result; cf. Sec. 6 for a discussion of this case. The SSE QMC
configurations can be visualized very similarly as in the previous case, cf. Fig. 4 for a compar-
ison between the different formulations. Note that in the SSE formulation a discrete time-like
index p is introduced. Furthermore, in addition to the jump events that appear in the continuous-
time world-line formulation, the SSE configurations exhibit the additional presence of diagonal
bond-operators. Indeed, the SSE representation can be formally related to the continuous-time
world-line representation by observing that Eq. (25) is obtained from Eq. (19) upon setting
H0 = 0, V = H and integrating over all times (compare also Fig. 4) [22]. This mapping
exposes the respective advantages and disadvantages of the two representations: The SSE rep-
resentation corresponds to a perturbation expansion in all terms of the Hamiltonian, whereas
continuous-time world-line algorithms treat the diagonal terms exactly and perturb only in the
off-diagonal terms of the Hamiltonian. The continuous-time algorithm hence needs fewer terms
in the expansion, but we pay for it by having to handle continuous imaginary-time variables.
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For spin systems in which the contributions to the total energy arising from diagonal and off-
diagonal terms are well balanced, the SSE is typically preferable in practice, due to its discrete
representation of the imaginary-time continuum. It is important to note, that this discretization
does not introduce any Trotter-error as in the discrete-time world-line QMC; instead, the SSE
formulation should be considered an essentially exact QMC technique.
It is possible to formulate Monte Carlo sampling algorithms for the SSE configuration space
introduced above, i.e., containing operator strings of fluctuating length [14, 20, 23]. However,
it is also possible to work with operator strings of a fixed length, which is in most cases more
convenient computationally [19, 20]. Indeed, as will be shown in the next section, the mean
length of the operator string 〈n〉 is essentially related to the energy of the system and scales
linear with the system size Ns and β. Furthermore, the specific heat is given by C = 〈n2〉 −
〈n〉2−〈n〉, so that in particular for T → 0, where C vanishes, the variance of the distribution of
expansion orders is seen to be equal to 〈n〉. Hence, for a given system size and temperature, the
series expansion order n of the operator-state configurations C = (Sn, |σ〉) can in practice be
truncated at a sufficiently large cutoffΛ, which is typically determined during the thermalization
phase of an SSE simulation, without introducing any detectable error. It is then feasible to work
with fixed-length operator strings upon augmenting all operator sequences of length n < Λ

by Λ − n unit operators I , denoted in the following by H0,0 = I . Allowing for all possible
positions of the unit operators in the original operator strings, one is then lead to the following
representation of the partition function:

Z =
∑
C

WΛ(C), W (C) =
βn(Λ− n)!

Λ!
〈σ|

Λ∏
p=1

Ht(p),b(p)|σ〉, (33)

where each operator-state configuration (SΛ, |σ〉) now consists of a sequence of operators speci-
fied by the type labels t(p) ∈ {0, 1, 2} and b(p) ∈ {1, ..., Nb} in case t(p) ∈ {1, 2}, or b(p) = 0,
if t(p) = 0, which would represent a unit operator. In the above formula, n denotes the number
of non-unit operators in the operator sequence, i.e., the number of true bond operators from H .
The new combinatorial factor inWΛ(C) accounts for the

(
Λ
n

)
equivalent terms that are generated

this way as compared to the expression without unit operators in Eq. (25). Again, we left out
the factor (−1)n2 = +1 on bipartite lattices, where all allowed configurations thus contribute
with a positive weight WΛ(C) > 0 to the partition function, which is hence feasible for Monte
Carlo sampling.

3.2 Observables

Thus far in this exposition of QMC methods, we focused on different representations of the
quantum partition function in terms of an effective set of configurations that prove amenable to
Monte Carlo sampling. However, we did not mention yet how observables can be calculated.
Here, we provide an overview how typical observables are measured within the SSE frame-
work [19, 20, 24]. In many cases, the generalization from the formulas provided below to the
other world-line methods is straightforward. A remarkably simple formula holds for the total
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inner energy E = 〈H〉, which can be expressed in terms of the mean expansion order:

〈H〉 =
1

Z
Tr[He−βH ] =

1

Z

∞∑
n=0

βn

n!
Tr[(−H)n+1] = − 1

Z

∞∑
n=1

βn

n!

n

β
Tr[(−H)n] = −〈n〉

β
. (34)

Accounting for the constant shift that we added to the Hamiltonian in Eq. (22) to perform the
SSE expansion, we thus obtain the estimator for the inner energy before the shift as

E = −〈n〉
β

+ JNb/4 . (35)

By the same procedure, that leads to Eq. (34), one finds that 〈H2〉 = 〈n(n−1)〉/β2, from which
the specific heat estimator

C = β2(〈H2〉 − 〈H〉2) = 〈n2〉 − 〈n〉2 − 〈n〉 (36)

is readily obtained, which we already advocated above. Note, that the constant introduced in
Eq. (22) cancels out in the estimator for C, as would be expected. In practice, the statistical
error of C becomes large at low temperatures (where C itself becomes small), since it is given
by the difference of two large numbers (∼ (Nsβ)2). We can also readily obtain the expectation
value of any operator A that is diagonal in the local Sz-basis, such as for example a spin-spin
correlation function 〈Szi Szj 〉, in which case A = Szi S

z
j , by using averages over the propagated

states:

〈A〉 =

〈
1

n

n−1∑
p=0

A(p)

〉
, (37)

where A(p) = 〈σ(p)|A|σ(p)〉 has been introduced for convenience. From the spin-spin corre-
lation function, the equal-time structure factor is then obtained by Fourier transformation.
Finally, let us mention, how one can measure generalized susceptibilities related to two diagonal
operators A,B within the SSE approach. Consider that we add to the Hamiltonian H a linear
coupling term hBB, i.e., H → H − hBB, then one obtains for the linear response function

χAB =
∂〈A(hB)〉
∂hB

∣∣∣∣
hB=0

(38)

the Kubo formula

χAB =

∫ β

0

dτ
(
〈A(τ)B(0)〉 − 〈A〉〈B〉

)
, (39)

with A(τ) = e−τHAeτH the imaginary time-evolved operator. In case A and B are both diago-
nal in the local Sz-basis, this integral can be evaluated using

∫ β

0

dτ〈A(τ)B(0)〉 =

〈
β

n(n+ 1)

(
n−1∑
p=0

A(p)

)(
n−1∑
p=0

B(p)

)
+

β

(n+ 1)2

(
n∑
p=0

A(p)B(p)

)〉
.

(40)
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A special case concerns the uniform magnetic susceptibility, for which A = B = 1
Ns

∑Ns
i=1 S

z
i ,

and thus we obtain the simple expression

χu =
β

Ns

〈M2
z 〉, Mz =

Ns∑
i=1

Szi . (41)

For further observables, such as the spin stiffness, we refer to Sandvik’s review [21]. Let us
finally note, that within the world-line approach and the SSE representation it is also possible
to evaluate the expectation values of imaginary-time-dependent correlation functions [19, 24].
For an efficient evaluation of the corresponding SSE expressions, based on the explicit mapping
between the SSE configuration space and the continuous-time representation, we refer to the
review by Assaad and Evertz [25].

3.3 Local updates

In order to sample the SSE configuration space, we need to generate operator-state configura-
tions (SΛ, |σ〉) according to the appropriate statistical weights. Updates of the operator sequence
can in general not be carried out without affecting also the spin configuration. For example, if
one changes the operator at a given propagation level p, say from a diagonal operator H1,b on
the bond b to the off-diagonal operatorH2,b on the same bond, then the spin configuration |σ(p)〉
has to change as well. This change in the world-line configuration must be healed at some other
propagation level p′, by also exchanging diagonal and off-diagonal operators, so that the result-
ing state |σ(p′)〉 is the same as before. Hence, one needs to perform Monte Carlo updates by
attempting to change the bond operators at two appropriately picked propagation levels. Indeed,
in most cases update attempts with randomly picked positions would not be possible, such that
one has to specifically search for operator pairs (or even more operators), which can be up-
dated this way. In the end, such a procedures correspond to the local update schemes that we
introduced above for the world-line QMC approach, and they suffer from similar problems.
However, more efficient update schemes have been developed [26, 27]. Such updates in fact
consist of two sub-steps: (i) the diagonal update, wherein the expansion order n is modified
while keeping fixed the spin configuration |σ〉 of (SΛ, |σ〉) as well as the off-diagonal operator
content of the operator sequence SΛ, and (ii) a non-diagonal update, the operator-loop update,
that updates the operator content as well as the spin configuration simultaneously – similar to,
but in a much more efficient way than, the two-operator case that we discussed above.
We will outline the operator-loop update in the next section, and concentrate here on the diag-
onal update step, that is an essential local update procedure, which we formulate here for the
fixed operator-string length representation [26]. Within this diagonal update, the whole operator
sequence is sequentially traversed, and attempts are made to exchange diagonal operators and
identity operators, so that in each such step, the expansion order, i.e., the number of non-identity
operators, n can change by one to n± 1. While moving through the operator sequence, the spin
configuration |σ〉 is updated whenever an off-diagonal operator is encountered, such that the
propagated spin configurations |σ(p)〉 are readily available, as they will be required within this
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Fig. 5: Cluster components on a bond vs. graph components on a plaquette (breakups).

update scheme. In more detail, if at propagation level p = 1, ..., Λ, an identity-operator is
present, i.e., t(p) = 0, we attempt to replace it by a diagonal bond-operator on a bond b that
is randomly chosen among all the Nb lattice bonds. We then use the Metropolis acceptance
probability for this move, i.e.

P ([0, 0]→ [1, b]) = min

[
βNb

Λ− n
〈σ(p− 1)|H1,b|σ(p− 1)〉 , 1

]
, (42)

where n is the number of bond-operators in the sequence before the update. For the Heisenberg
model considered here, this update can be immediately rejected, if the two spins at the chosen
bond at the current propagation level are parallel, while in the other case, the matrix element
simply equals 1/2, cf. Eqs. (28)-(30). On the other hand, if the local operator at the current
propagation level is a diagonal bond operator, t(p) = 1, an attempt is made to replace it by the
identity operator with Metropolis acceptance probability

P ([1, b]→ [0, 0]) = min

[
Λ− n+ 1

βNb

〈σ(p− 1)|H1,b|σ(p− 1)〉−1 , 1

]
. (43)

Once the full operator sequence has been traversed, one should have recovered the initial spin
configuration, since |σ(Λ)〉 = |σ〉. In case of long-ranged exchange interactions, the above up-
date scheme can be easily generalized to ensure that the various interaction terms are efficiently
sampled [28, 29].

4 The loop algorithm

We now present the improved global update schemes that have been developed during the 1990s
and early 2000s for the world-line QMC approach. We will first discuss the idea behind the loop
algorithm [8], based on the discrete-time formulation. An excellent, general account on the loop
algorithm and related methods is provided by Evertz in his review [30].
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To appreciate the idea behind the loop algorithm, it is useful to first recall the Swendsen-
Wang [56] algorithm for the ferromagnetic Ising model. The goal there is to identify physically
relevant clusters of parallel spins, and then collectively flip all spins within such a cluster in
order to enhance the update dynamics near criticality. Essentially, one visits all bonds on the
lattice and assigns a bond variable τb ∈ {0, 1} to each bond, by deciding if a given bond will
be filled (τb = 1 ) or kept empty (τb = 0) according to certain probabilities, cf. the upper panel
of Fig. 5. Namely, if the two spins connected by the bond are anti-parallel, the bond is kept
empty for sure, while for parallel spins along a bond, the bond is filled with a finite probability
p = 1 − e−2β|J |, where J < 0 denotes the strength of the (ferromagnetic) Ising interaction
on that bond. Then, one identifies clusters of spins connected by filled bonds, and attempts to
flip each cluster individually with probability 1/2. Within the Wolff-algorithm [57] one instead
generates only one of these clusters by starting its construction from a randomly chosen lattice
site, and then flips this cluster with probability 1.
For the case of the quantum model in the checkerboard decomposition, we cannot directly apply
these schemes of assigning bond variables, since we need to ensure that after an update only
valid, unbroken world-line configurations have been generated. Since we are given restrictions
for the possible types of shaded plaquettes that can occur in valid configurations, we should thus
instead of assigning bond variables assign plaquette variables. Therefore, in the loop algorithm,
each plaquette P is assigned a plaquette variable (now called “graph” or “breakup”),with certain
probabilities. For the antiferromagnetic Heisenberg model, there are two types of breakups that
can be assigned to a plaquette; they are shown in the lower panel of Fig. 5 and we refer to them
as the horizontal (H) and vertical (V ) breakup. Each shaded plaquette with the state C|P is
assigned the horizontal breakup (H) with probability

P (H) =


0 , C|P = 〈↑↑ |e−∆τHi| ↑↑〉, 〈↓↓ |e−∆τHi| ↓↓〉

tanh(∆τJ
2

) , C|P = 〈↑↓ |e−∆τHi| ↑↓〉, 〈↓↑ |e−∆τHi| ↓↑〉
1 , C|P = 〈↓↑ |e−∆τHi| ↑↓〉, 〈↑↓ |e−∆τHi| ↓↑〉

, (44)

otherwise, it is assigned the vertical breakup (V ). These graph assignment rules can be obtained
upon considering an extended configuration space that combines spin and graph configurations,
which we describe next. Such a general framework to describe cluster algorithms was presented
by Kandel and Domany [31], generalizing the Fortuin-Kasteleyn [32] representation of the Ising
model. Below we follow the formulation by Kawashima and Gubernatis [33], which makes this
relation very transparent. We start from the original representation of the quantum partition
function in terms of the spin (world-line) configurations,

Z =
∑
C

W (C). (45)

The phase space is now enlarged, by assigning a set of possible graphs G to the original config-
urations, such that

Z =
∑
C

∑
G

W (C,G), (46)
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where the new weights W (C,G) ≥ 0 are chosen as to ensure∑
G

W (C,G) = W (C). (47)

The algorithm then proceeds as follows: Given a configuration C (which implies W (C) 6= 0),
we assign first a graph G to the configuration C, chosen with the correct probability,

P (G|C) = W (C,G)/W (C). (48)

Then we choose a new configuration C ′ with probability P [(C,G) → (C ′, G)], keeping the
graph G fixed. This completes a configurational update C → C ′ and the process repeats by
choosing a new graph G′, etc. The first step, choosing graphs with probabilities P (G|C), triv-
ially obeys detailed balance. Detailed balance for the second step requires that

W (C,G)P [(C,G)→ (C ′, G)] = W (C ′, G)P [(C ′, G)→ (C,G)] (49)

One possible solution of this detailed balance condition is provided by the heat-bath algorithm

P [(C,G)→ (C ′, G)] =
W (C,G)

W (C,G) +W (C ′, G)
. (50)

The whole approach is apparently simplified a lot, if one can find an assignment of graph
weights, such that W (C,G) does not depend on the configuration C , whenever it is non-zero
in that configuration, i.e., when W (C,G) has the following form:

W (C,G) = ∆(C,G)V (G), (51)

where

∆(C,G) =

{
1 , if W (C,G) 6= 0

0 , otherwise
. (52)

In this case, the heat-bath probability (50) simply becomes P = 1/2. Furthermore, the weight
of the spin configuration W (C) in fact decomposes into a product of plaquette weights, cf.
Eq. (17). Further simplifications thus arise, if also the graph weight can be represented as a
product of separate weights for each plaquette, i.e., if

W (C,G) =
∏
P

WP (C|P , G|P ), (53)

so that the whole graph assignment procedure can be performed locally on the level of the
(shaded) plaquettes, i.e., in terms of the plaquette breakups.
While for a more general, anisotropic spin-1/2 model additional graph elements are required,
the above conditions can be fulfilled for the Heisenberg antiferromagnet by employing only
the two breakups (H and V ) on each shaded plaquette and assigning the H breakup with the
probability given in Eq. (44). An example of such an assignment of the plaquette breakups
is shown in the central panel of Fig. 6. After having assigned to each plaquette a breakup, the
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Fig. 6: An update step in the loop algorithm, where two clusters of spins are flipped.

graph edges are connected to form clusters of connected graph edges, and hence clusters (loops)
of connected local spin states. Now one flips each such cluster independently with probability
P = 1/2, thereby changing the local spins and thus the world-line configuration. An example
of the whole update procedure in shown in Fig. 6. One sees from this example, that after a single
loop update, one can realize large-scale changes of the world-line configuration. In particular,
as seen in Fig. 6, it is possible to change the total magnetization of the system. The algorithm
that we introduced above generates the whole graph, i.e., the complete set of all loops, G and
flips each such cluster with probability P = 1/2. It is however also possible, to employ a
single-loop version of the algorithm, in which, similar to the classical Wolff cluster algorithm,
only a single cluster is constructed: One randomly picks a site from the world-line configuration
and constructs only the cluster which includes that site. This can be done by determining the
breakups (and thus the route of the loop) only on those plaquettes, that are indeed traversed
during the loop construction. It is then feasible to employ the Metropolis acceptance for solving
the detailed balance condition in Eq. (49), which results in the probability P = 1 to flip the just
constructed loop. As in the classical case, the single-loop variant usually provides an even
smaller dynamical critical scaling than the multi-loop variant.
Furthermore, it is also feasible to realize the loop algorithm directly in the continuous-time
version of the world-line QMC formulation, in both multi- and single-loop versions [12]. Since
the single-loop version paves a direct conceptual path to the worm, operator and directed loop
algorithms to be introduced below, we focus here on the single-loop variant, even though it is
technically a bit more involved than the multi-loop version. The key insight in realizing, that
a continuous-time formulation of the loop algorithm is feasible, follows from considering the
breakup probability per time, which has a continuous time limit. Indeed, for an imaginary time
interval τ1 < τ2, during which the world-line configuration on a given bond does not change,
the breakup probability is constant, and the probability density for a horizontal breakup within
this imaginary time range becomes

lim
∆τ→0

P (H)

∆τ
= lim

∆τ→0

tanh (∆τJ/2)

∆τ
=
J

2
. (54)

We are thus lead to the following procedure: To start the loop construction, a site i is picked
randomly, as well as a random imaginary time τ1 between 0 and β, from which the loop will be
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Fig. 7: A SSE configuration (left panel), the local construction of the operator loop at a 4-leg
vertex corresponding to a bond operator from the SSE operator sequence (central panel), and
the resulting final vertex (right panel). The path taken by the operator loop through the vertex
is indicated in the central panel by the arrowed blue line (switch-and-reverse rule).

constructed, starting, e.g., initially moving upwards in time. In this forward time direction, one
next identifies the time interval τ1 < τ < τ2, within which the world-line configuration on all
sites neighboring site i does not change. For each such neighbor j, draw a random number τij
from an exponential distribution based on the above probability density for a horizontal breakup,
i.e., with P (τij) ∝ exp(−Jτij/2). Now, let j̄ be the neighbor with the smallest value of τij , i.e.,
τij̄ = minj(τij). If td = t1 + τij̄ < t2, the loop-end on site i now moves up to the time td, and
right there jumps to the site j̄ (a memorable analogy of this procedure is the radioactive decay
with decay constant J/2 where the neighboring sites correspond to different decay channels).
Since the constructed loops do not self-overlap, one has to exclude in the above procedure all
temporal regions of neighboring sites, which have been visited by the current loop already. In
case td > t2, the loop end stays on site i and moves to time t2. In case the world-line jumps
at time t2, the loop must jump as well. The whole procedure ensures the constant probability
density Eq. (54) for a horizontal breakup. This process is iterated until the loop eventually
closes and can be flipped as a whole.
Based on the loop algorithm, large scale simulations of up to a several million quantum spins
can be performed even in (quantum) critical regions. After the original introduction of the loop
algorithm for the spin-1/2 Heisenberg model in a six-vertex model formulation, it has seen var-
ious extensions to anisotropic- and higher-spin models, as well as to Hubbard and t-J models.
For a detailed derivation of the breakup rules, also beyond the case of the isotropic Heisenberg
model considered here, we refer to the review article by Evertz [30]. It is also possible to devise
so-called “improved estimators” [34] for certain observables within the loop update, e.g., for
correlation functions or magnetic susceptibilities, which provide a significant reduction of sta-
tistical errors compared to “naive” estimators for the same quantities. See Evertz’s article [30]
for details.
Within the SSE formulation, which does not exhibit any systematic (Trotter) error, but still
avoids the technical complications of the continuous-time formulation, it is feasible to imple-
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ment a very simple version of a loop algorithm [26, 35]. This cluster update complements the
local diagonal updates, that were introduced in Sec. 3.3. Namely, one considers to construct
a discrete-time-like loop, based on a given SSE configuration: Consider a SSE configuration,
such as the one shown in Fig. 4(c), redrawn in Fig. 7, as a collection of n vertexes (where n
denotes the number of non-identity operators in the operator string), each coming along with 4
“legs”. In the central part of Fig. 7, one such 4-leg-vertex is highlighted. The loop construction
starts from a randomly chosen vertex leg in the SSE configuration, called the “entrance leg”.
Like in the discrete-time version of the loop algorithm, one then defines a local rule of how
the loop continues through this vertex and leaves the vertex through an “exit leg”. One can
interpret such rules as prescribing the scattering of the loop-head off the vertexes. The corre-
sponding probabilities for choosing the exit leg among the four legs of the vertex need to satisfy
again a local detailed balance condition. For the antiferromagnetic Heisenberg model it turns
out that a very simple, deterministic scattering rule can be devised, namely, that the entrance
and exit leg are always located on the same side of the vertex (the switch-and-reverse rule). This
is illustrated in the central part of Fig. 7. After the exit leg has been assigned, the loop moves
from this exit leg to the leg of another vertex, to which the exit leg is connected within the given
SSE configuration, cf. Fig. 7. Now this leg becomes the new entrance leg on the new vertex
and the whole process repeats, until the loop closes, i.e., when the last exit leg eventually equals
the initial entrance leg on the starting vertex. In the example of Fig. 7, the loop closes when it
reaches back to the initial entrance leg after it has visited the vertex atop the vertex from which it
started. All spins along the path of the loops are then flipped. In addition to replacing all visited
diagonal operators by off-diagonal operators and vice versa (cf. the right panel of Fig. 7), this
operator loop update can also modify the initial spin configuration |σ〉, thus ensuring an ergodic
sampling of the SSE configuration space if combined with the diagonal update. Of course, it is
also possible in this SSE formulation to construct all the loops for a given SSE configuration
and perform a multi-loop update, flipping each such loop with probability 1/2.

5 Worms, operator loops, and directed loops

The cluster-updates that have been introduced above provide optimal performance for spin in-
version symmetric Hamiltonians. However, terms in the Hamiltonian which break this symme-
try, such as a magnetic field, are not taken into account during the loop construction. Instead,
they would have to be included through the acceptance rate of the loop flips, which can be-
come exponentially small at low temperatures, degrading the algorithm’s performance. Hence,
it would be highly desirable to generalize the idea of a local construction of a global cluster of
spins to cases, where spin-inversion symmetry is not present. The algorithms that we outline
next provide such a general sampling scheme.

The worm algorithm [13] formally works in an extended configuration space, where in addi-
tion to closed world-line configurations one open world-line fragment (the “worm”) is allowed.
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Formally, this is done by adding a source term to the Hamiltonian,

Hworm = H − η
∑
i

(S+
i + S−i ) , (55)

which allows world lines to be broken with a matrix element proportional to η. The worm al-
gorithm then proceeds as follows: a worm, i.e., a world-line fragment, is created by randomly
inserting a pair (S+

i , S
−
i ) of operators on a world line at nearby times in the world-line con-

figuration. The ends of this worm are then moved randomly in space and time, using local
Metropolis or heat bath updates, until the two ends of the worm meet again. Then an update
which removes the worm is proposed, and if accepted we are back to a configuration with closed
world lines only. This algorithm is straightforward, consisting just of local updates of the worm
ends in the extended configuration space but it can perform non-local changes. Furthermore, a
worm end can wind around the lattice in the temporal or spatial direction and that way change
the magnetization and winding number. While not being as efficient as the loop algorithm in
zero magnetic field (the worm movement follows a random walk while the loop algorithm can
be interpreted as a self-avoiding random walk), the big advantage of the worm algorithm is
that it remains efficient in the presence of a magnetic field. A similar algorithm was actually
proposed more than a decade earlier [36]. Instead of a random walk fulfilling detailed balance
at every move, the worm head in this earlier algorithm just performed a random walk. The a
posteriori acceptance rates are then often very small and the algorithm is not efficient, just as
the small acceptance rates for loop updates in magnetic fields make the loop algorithm ineffi-
cient. This highlights the importance of having the cluster-building rules of a non-local update
algorithm closely tied to the physics of the problem.
Algorithms with a similar basic idea are the operator-loop update [26] in the SSE formulation
and the directed-loop algorithms [27, 37] which can be formulated in both the SSE and the
world-line representation. Like the worm algorithm, these algorithms create two world line
discontinuities and move them around by local updates. The operator-loop algorithm for the
SSE representation can be understood as a generalization of the loop algorithm for the SSE
configuration, which we described at the end of Sec. 4 [26]. Again, a loop (“operator-loop”)
is constructed for a given SSE configuration, starting from a random leg of a randomly chosen
vertex as the entrance leg. However, for a general Hamiltonian, including, e.g., a magnetic
field, the scattering rules at the vertices have to be chosen appropriately, and in general turn
out to include a stochastic decision, instead of the deterministic switch-and-reverse-rule that
holds for the isotropic Heisenberg model. One generic solution of the local detailed balance
condition on the scattering rates is provided by a heat-bath choice among the 4 possible exit
legs: the probability to chose one out of the four legs is taken to be proportional to the matrix
element of the bond operator of the considered vertex in the final resulting spin configuration
on this bond [26]. This choice already leads to a rather efficient algorithm. However, it is
in general not excluded, that the chosen exit leg is equal to the leg on which the vertex was
entered. Such a “bounce” move would result in the operator loop retracing its previous path,
and thus in undoing a previously performed change to the spin configuration and the operator
content of the operator string. It thus appears desirable to reduce the probability for such bounce
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moves, or to even eliminate them completely. In fact, for many cases it can be shown that
scattering rates can be optimized such as to eliminate completely the bounce move, while still
ensuring detailed balance of the operator-loop construction [26, 27, 35, 37, 38]. An example is
just the switch-and-reverse-rule for the isotropic Heisenberg antiferromagnet that was presented
above. For more general models, a systematic approach to reduce the bounce probability has
been formulated [27]. Such algorithms, which direct the loop away from the last changes, are
called “directed loop” methods and can be formulated also for the continuous-time world-line
approach [27]. Furthermore, it is possible to use linear programming techniques, in order to
optimize the scattering rates with respect to the overall bounce probability for general quantum
lattice models [38]. An alternative strategy to enhance the update dynamics of the operator
loop algorithm is based on the concept of optimal Monte Carlo updates [39, 40]: Starting from
the heat-bath solution, one iteratively improves the scattering rules by minimizing its higher
eigenvalues in a matrix formulation. Both this “locally optimal solution” and the directed loops
are superior to the heat-bath solution and typically perform equally well.
We furthermore want to point out that within the worm and operator-loop approaches, a natural
implementation for evaluating transverse spin-spin correlation functions can be realized, based
upon on-the-fly measurements of the corresponding matrix elements at the worm-ends, while
constructing the worm’s path through the world-line configuration [11,13,24,38]. Based on the
close connection between the SSE and the continuous-time world-line approach, that we men-
tioned in Sec. 3.3, it is possible to implement such measurements in a rather efficient way [25].
Finally, we would like to point out that beyond the cluster update methods, which drastically
reduce autocorrelation times in QMC simulations of quantum spin systems, it is also possible to
adapt various extended ensemble methods such as parallel tempering [41], multicanonical meth-
ods [42, 43], and the Wang-Landau technique [44, 45], which are employed in classical Monte
Carlo simulations for systems with a rough energy landscape or at first-order phase transitions,
to further enhance the performance of QMC simulations in similar situations [23, 46–48].

6 The sign problem

Before closing this short review on world line QMC methods, we finally want to address a
severe restriction of this approach: the sign problem. This is indeed its major limitation (note
that also other unbiased QMC methods, in particular those for fermionic models, exhibit sign
problems in many physically interesting situations) [49]. Currently, it seems rather unlikely
that there is a general solution to this problem [50]. Let us explain what the sign problem is
and where it comes from. For this purpose, consider again the weight of a plaquette in the
Suzuki-Trotter decomposition that corresponds to a local spin exchange:

〈↑↓ |e−∆τHi| ↓↑〉 = − sinh

(
∆τJ

2

)
. (56)

In the antiferromagnetic case (J > 0), this matrix element is negative. Then we might actually
worry that there will be allowed QMC world line configurations with an overall negative weight,
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flip flip flip

Fig. 8: Example of an odd number of spin flips on a triangle, returning to the initial state. The
bond along which the spins are going to be flipped next is indicated by a red line.

which cannot be assigned as the probability for such a configuration, since probabilities ought to
be positive. It is not too hard to convince yourself, that for an open chain or square lattice (in fact
any bipartite lattice graph structure) the total number of spin exchange plaquettes in an allowed
QMC configuration is even. In that case, the overall weight of the configuration will be positive.
Hence, for the Heisenberg antiferromagnet, we are restricted to positive weights only, and can
apply the Monte Carlo sampling method of the world-line configurations. However, if the lattice
is not bipartite, this property is lost. To see why, consider a single triangle as an example of a
non-bipartite lattice. In this case, we can start from one local spin configuration and return to
the same configuration, after applying an odd number of (namely 3) spin exchanges, see Fig. 8
for an illustration. Hence, on the triangular lattice, and in fact on any frustrated, non-bipartite
lattice, the weight W (C) of a QMC configuration C is not necessarily positive, but can take
on negative values as well. How can we then perform a MC sampling of such configurations?
Well, at first sight, there seems to be an easy solution: Let us express the partition function of
the quantum model in the effective classical representation as follows:

Z =
∑
C

W (C) =
∑
C

|W (C)| · Sgn(C), (57)

where we have written the weight as a product of its absolute value and its sign Sgn(C) =

W (C)/|W (C)| = ±1. Now assume that we would perform a simulation of the antiferromagnet
and ignore the sign, thus weighting each configuration according to the absolute values |W (C)|
of the weights. In fact, this precisely corresponds to simulating the ferromagnetic Heisenberg
model on the same lattice, with the partition function

ZF =
∑
C

|W (C)|. (58)

Using the generated configurations, we can then obtain the following expectation value of an
observable A of the antiferromagnetic model,

〈A〉 =
1

Z

∑
C

W (C)A(C)

=
1

Z

ZF
ZF

∑
C

|W (C)| · Sgn(C) · A(C)

=
ZF
Z

1

ZF

∑
C

|W (C)| · Sgn(C) · A(C)︸ ︷︷ ︸
〈Sgn·A〉F

, (59)
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from (i) the expectation value of 〈Sgn ·A〉F measured from the simulation of the ferromagnetic
model (i.e., we would measure the expectation value of the product of the sign of a configuration
times the value of A in that configuration), and (ii) the expectation value of the sign itself, since

Z

ZF
= 〈Sgn〉F , (60)

so that

〈A〉 =
〈Sgn · A〉F
〈Sgn〉F

. (61)

Hence, it looks like in order to obtain the expectation value ofA for the antiferromagnetic model
on a frustrated lattice, we could just simulate the ferromagnetic model (all weights positive), and
perform the two measurements of 〈Sgn · A〉F and 〈Sgn〉F . In fact, such an approach works for
large temperatures T � J , where the spins do not feel their exchange interactions too much,
and behave weakly coupled in both the ferromagnetic and the antiferromagnetic case. But, once
we are interested in the low temperature regime, then both models are characterized by very
different important states. Can we really expect to learn something about the low temperature
behavior of the antiferromagnet from the low temperature behavior of the ferromagnet? No, this
should not be reasonable, and indeed, the above approach fails miserably at low temperatures.
What happens is, that there will be almost the same number of configurations with positive
weight as with negative weight, such that the average sign decreases exponentially to zero.
Namely, at low temperatures we find

〈Sgn〉F ∼ e−βNS∆f , (62)

where ∆f is the difference in the free energy per site between the antiferromagnetic and the
ferromagnetic model – remember, that the free energy F = − ln(Z)/β. Hence, in order to cal-
culate the physical observable A from Eq. (61) we divide (in the denominator) by an exponen-
tially small value with a finite statistical error, leading to an exponentially increasing statistical
uncertainty for 〈A〉. Thus, in order to reach low temperatures and large system sizes, the com-
putational time needs to grow exponentially and renders any useful simulation impossible. This
behavior is called “the sign problem”, and makes QMC simulations of, e.g., frustrated quan-
tum magnets practically impossible within the interesting (low-) temperature and large-system
regime.
Up to date, no general solution of the QMC sign problem is known, although it can be over-
come in certain special cases (cf., e.g., [35,51,52]). Moreover, it has been shown that a general
solution to the sign problem essentially constitutes an NP-hard challenge [50]. It is however
generally suspected, that no polynomial-time solutions to NP-hard problem exist. Hence, we
urge the reader to contact us immediately in case she or he finds a serious path to a generic so-
lution of the QMC sign problem! In the mean time, we hope to have stimulated your interest in
performing some QMC simulations of your own for sign-problem free situations. An excellent
opportunity to access application-ready codes for the methods that were introduced here is the
ALPS (Algorithms and Libraries for Physics Simulations) library [53, 54]. Furthermore, basic
SSE simulation codes are also available online [55]. Let the dice roll!
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Appendix

A Quantum Heisenberg Model 101

For reference and to fix notation, we define the spin-1/2 quantum Heisenberg model on a fi-
nite lattice, such as a one-dimensional chain or a two-dimensional square lattice. A spin-1/2
quantum spin resides at each lattice site. Each spin ~Si, located at lattice site i = 1, . . . , Ns is
described by quantum mechanical spin operators

~Si =

 Sxi
Syi
Szi

 ,

which fulfill the commutation relation [Sαi , S
β
j ] = i~εαβγSγi δij , i.e., operators on different sites

(i 6= j) commute, and locally (i = j) the above commutation relations reduce to the well-
known algebra of spin operators. In order to set up a basis of the Hilbert space, we start from
the eigenvectors of the local Szi operator at each lattice site i:

|Szi = +1/2〉 = | ↑〉i =

(
1

0

)
i

,

|Szi = −1/2〉 = | ↓〉i =

(
0

1

)
i

.

In this local basis, the spin operators are given in matrix form as (~ = 1),

Szi =
1

2
σz =

(
1
2

0

0 −1
2

)
, i.e.

Szi | ↑〉i = +1
2
| ↑〉i

Szi | ↓〉i = −1
2
| ↓〉i

S+
i = Sxi + iSyi =

1

2
σx + i

1

2
σy =

(
0 1

0 0

)
, i.e.

S+
i | ↓〉i = | ↑〉i
S+
i | ↑〉i = 0

S−i = Sxi − iS
y
i =

1

2
σx − i

1

2
σy =

(
0 0

1 0

)
, i.e.

S−i | ↑〉i = | ↓〉i
S−i | ↓〉i = 0

with the spin raising and lowering operators S+
i and S−i , and the Pauli matrices

σx =

(
0 1

1 0

)
,

σy =

(
0 −i
i 0

)
,

σz =

(
1 0

0 −1

)
.
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For a lattice of Ns spins, we have a total of 2Ns basis states of the Hilbert space,

{|Sz1 , ..., SzNs〉} =



| ↑, ↑, . . . , ↑, ↑〉
| ↑, ↑, . . . , ↑, ↓〉
| ↑, ↑, . . . , ↓, ↑〉

...
| ↑, ↓, . . . , ↓, ↓〉
| ↓, ↓, . . . , ↓, ↓〉


.

Each spin operator on site i acts only on the corresponding local spin. Next, we introduce an
exchange coupling between nearest neighbor spins, so that the quantum spin system is described
by the Hamiltonian

H = J
∑
〈i,j〉

~Si · ~Sj,

where 〈i, j〉 indicates a pair of neighboring lattice sites.
In case J > 0, the above model is the antiferromagnetic quantum Heisenberg model, which
results, e.g.,within second-order perturbation theory from the half-filled Hubbard model at large
local repulsions. The Hamiltonian of the Heisenberg model can also be written using spin
raising and lowering operators as

H = J
∑
〈i,j〉

~Si · ~Sj = J
∑
〈i,j〉

(
1

2
(S+

i S
−
j + S−i S

+
j ) + Szi S

z
j

)
.

Consider for example a system of only two spins (a dimer). The Hamiltonian is then given by
the matrix

H = J


1
4

0 0 0

0 −1
4

1
2

0

0 1
2
−1

4
0

0 0 0 1
4

 in the basis

| ↑↑〉
| ↑↓〉
| ↓↑〉
| ↓↓〉

.
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