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1 Introduction

One of the early successes of quantum mechanics was explaining the difference between metals
and insulators. The core of this theory is the independent-electron picture. In the latter, the
electronic states of a given periodic system, a crystal, are described via a set of bands filled
following the Pauli principle. As a result, two cases are possible: in the first, each band is
either completely filled or totally empty (band insulator), and in the second, some of the bands
are only partially filled (conventional metal). In a system in which all bands are either full or
empty, a finite energy is required to bring one electron from the ground state to the lowest-lying
excited state. Indeed, an insulator can be viewed as a system with an energy gap in the excitation
spectrum. The energy gap is not uniquely defined, since it has a different nature depending on
the experimental tool used to measure it. Photoemission and inverse photoemission probe the
spectral function. The latter yields the charge gap

Ec
gap = E0(N + 1) + E0(N − 1)− 2E0(N),

where E0(N) is the ground-state energy for N electrons. This is the difference between the
ionization energy, I = E0(N − 1)− E0(N) and electronic affinity, A = E0(N)− E0(N + 1).
In the independent-electron picture, at T = 0

E0(N) = 2
∑

mk

εmk Θ(−εmk + εF ),

where m is an index labelling different bands, εmk the band dispersion, εF the Fermi level and
Θ(x) the Heaviside step function. Thus the charge gap is basically identical to the difference

Eo
gap = E1(N)− E0(N).

where E1(N) is the energy of the N -electron first excited state (Fig. 1). The energy difference
Eo

gap can be directly probed in experiments which do not change the number of electrons, e.g.,
absorption spectroscopy. In the presence of a gap, the finite-temperature properties are typically
characterized by an activation energy∆E. For example, the static optical conductivity of a band
insulator has, in first approximation, the low-temperature form

σ(T ) ∼ σ0(T )e−∆E/2kBT ,

where ∆E is the band gap and σ0(T ) a prefactor. The size of the gap varies from system to
system, giving rise to different behaviors and appearances. Representative examples of band
insulators are two well known materials with the same crystal structure and yet rather different
properties, diamond and silicon. Diamond is transparent thanks to its large gap (∼ 5.5 eV).
Silicon has a smaller gap (∼ 1.1 eV), a gray color and could be taken at a first glance for
a metal. A conventional metal behaves very differently than a band insulator, however. In a
conventional metal, since some bands are partially empty, it is possible to excite electrons with
infinitesimal energy. Thus, e.g., the conductivity is finite even at T = 0

σ(0) ∼ ne2τ

me

,
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Fig. 1: The band gap Eo
g = E1(N)− E0(N) in the independent-electron picture. Left: direct

gap. Right: indirect gap. Silicon and diamond both have an indirect gap. Blue: top of the filled
valence band. Red: bottom of the empty conduction band.

where n is the electron density and τ the average time between two collisions. Classical ex-
amples of conventional metals are gold, silver, and copper. They are all characterized by shiny
metallic colors. Have we then explained all matter via the rather simple independent-electron
band theory? One could naively think that this is, indeed, the case. Reality, however, has al-
ways surprises in store. It became clear early on that the independent-electron theory is not the
complete story. Some transition-metal oxides, which were supposed to be good metals in the
independent-electron picture, turned out to be either insulators or very bad conductors. It was
soon understood that a possible cause of the anomalous behavior could be the electron-electron
Coulomb repulsion; the latter could localize electrons giving rise to a metal-insulator transition
(MIT). That things are very different when the electronic Coulomb interaction is taken into ac-
count can be seen already in Fig. 2, which shows the charge gap for an idealized atom made by
a single level εd < 0 occupied by one electron. If we assume that the electrons do not interact
(U = 0), the charge gap is zero

Ec
gap = [E0(2)− E0(1)] + [E0(0)− E0(1)] = εd − εd = 0.

If, however, electrons repel each other (U 6= 0), the gap is finite

Ec
gap = U.

Let us define strongly-correlated systems the materials whose behavior qualitatively differs from
the independent-electron picture because of the electron-electron repulsion. While the theory
of conventional metals and band insulators is rather straightforward, the theory of the MIT
in strongly-correlated systems has kept theoreticians busy for almost a century, and still the
problem is only partially solved. This happens because, when the independent-electron picture
fails, we are confronted with the hardness of the quantum many-body problem. The latter can
already be grasped by looking at the classical N body problem (Fig. 3), describing masses
interacting via gravity. When only one body is present, there is no interaction, and the problem
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Fig. 2: The charge gap for an idealized atom described by a level εd < 0 occupied by one
electron (N = 1). Left: When two electrons are on the same level, the system has energy
2εd + U , where U is the electron-electron repulsion. Right: Non-interacting-electron picture.

is trivial. For two bodies we can find the analytical solution by working in the center of mass
and relative coordinates system. The general three-body problem is a major challenge [1] and
it can lead to chaotic behavior; the complexity of the N -body problem grows dramatically
with the number of bodies involved [2]. Quantum effects further add to the complications,
and the exact solution of the many-body problem is totally out of reach. Even if we cannot
count on the exact diagonalization of the full many-body Hamiltonian, however, this does not
imply the end of physics. We can still explain the origin of specific co-operative behaviors,
such as the nature of the insulating or metallic state; we need, however, to first identify the
core nature of the phenomenon along with the relevant effective entities involved, and then
build the corresponding effective theory. A natural question arises at this point. Although we
know that it eventually fails for strongly-correlated systems, the independent-electron picture
is very appealing for its simplicity. Furthermore it works rather well for many systems, at
least in first approximation; we have already mentioned among insulators silicon and diamond,
and among metals gold, silver or copper. Could we then perhaps explain strongly-correlated
insulators without leaving the independent-electron picture, via, e.g, a Coulomb-induced one-
electron potential of some type? Or do we really need a more complex theory, in which true
many-body effects – those that cannot be reduced to a simple potential – are key? Let us call a
system for which the first picture applies Slater insulator and one for which the second picture
is relevant Mott insulator. The answer to the question above is important also in view of the
fact that, while solving exactly the many-body problem is basically impossible, we do have
very advanced tools to solve material-specific one-electron-like Hamiltonians. These are ab-
initio methods based on density-functional theory (DFT) in the local-density approximation or
its simple extensions. Is it possible to find a simple potential that captures the essential nature of
the MIT and can be easily embedded in DFT-based codes? The DFT+U method [3] is one of the
most important attempts in this direction; in this approach Coulomb repulsion effects are treated
at the static mean-field level and they are then essentially reduced to a spin-, site- and orbital-



DFT+U vs DFT+DMFT 9.5

Fig. 3: The increasing complexity of the classical N-body problem. One body: no interaction.
Two bodies: we can find the solution analytically. Shown is a solution describing a lighter body
rotating about a heavier body. Three-body: chaotic solutions are possible.

dependent potential. The resulting MIT is of the Slater type, and it occurs at the onset of long-
range magnetic order. Unfortunately, correlated insulators typically do not behave in this way,
however. Although most of them have a magnetic ground state, above the magnetic transition
temperature TN they usually remain insulators; furthermore, they typically behave as local-
moment paramagnets with Curie-Weiss magnetic susceptibilities. Instead, in the non-magnetic
phase DFT+U yields metallic Pauli-like paramagnets. This shows that some crucial aspects
are missing in DFT+U . Which ones, however? To answer to this question, one can use an
alternative approach. This consist in giving up the band picture and DFT completely, switch to
simple representative models and try to solve them beyond the static mean-field level via many-
body techniques. Even in simple models, however, truly strongly-correlated phenomena, which
escape a static mean-field description, remain a challenge. An example is the Kondo effect,
which was solved only after decades of struggle, and the solution lead to the developments
of new theoretical approaches such as the numerical renormalization group. In the case of
the metal-insulator transition, the breakthrough was the dynamical mean-field theory (DMFT)
[4–8]. This method was at first designed to solve the one-band Hubbard model. It consists in
mapping the lattice Hubbard model into a self-consistent quantum-impurity model, described
for example by the Anderson Hamiltonian. The DMFT technique succeeds in describing the
Coulomb-driven transition from paramagnetic metal to local-moment paramagnetic insulator.
Furthermore, it can be used for solving material-specific Hubbard models built from DFT-based
calculations; this is the DFT+DMFT approach. In this lecture, after an introduction to the
Hubbard and the Anderson Hamiltonian, we will discuss some of the basic ideas behind both the
DFT+U and the DFT+DMFT method. We will compare the very different pictures of the metal-
insulator transition emerging from the two approaches, the first of the Slater and the second of
the Mott type. As a concluding remark, it is important to remember that band, Slater, and
Mott insulators do not exhaust all possible types of insulators. Electron localization can, e.g.,
also occur because of disorder alone. This phenomenon is known as Anderson localization [9].
Although the latter is a very important and interesting effect, we will not discuss it in this lecture.
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Fig. 4: Band structure of the one-band tight-binding model (hypercubic lattice). The hopping
integral is t = 0.4 eV. From left to right: one-, two-, and three-dimensional case. At half filling
(n = 1) the Fermi level is at zero energy. The k points are Γ = (0, 0, 0), X = (π/a, 0, 0),
M = (π/a, π/a, 0), and Z = (0, 0, π/a).

2 The Hubbard model

2.1 Introduction

The simplest lattice model describing a correlated system is the one-band Hubbard model

Ĥ = εd
∑

i

∑

σ

c†iσciσ

︸ ︷︷ ︸
Ĥd

−t
∑

〈ii′〉

∑

σ

c†iσci′σ

︸ ︷︷ ︸
ĤT

+U
∑

i

n̂i↑n̂i↓

︸ ︷︷ ︸
ĤU

= Ĥd + ĤT + ĤU , (1)

where εd is the on-site energy, t is the hopping integral between first-nearest neighbors 〈ii′〉, and
U the on-site Coulomb repulsion; c†iσ creates an electron in a Wannier state with spin σ centered
at site i, and n̂iσ = c†iσciσ.
In the U = 0 limit the Hubbard model describes a system of independent electrons. The
Hamiltonian is then diagonal in the Bloch basis

Ĥd + ĤT =
∑

kσ

[
εd + εk

]
c†kσckσ.

The energy dispersion εk depends on the geometry and dimensionality d of the lattice. For a
hypercubic lattice of dimension d

εk = −2t
d∑

ν=1

cos(krνa),

where a is the lattice constant, and r1 = x, r2 = y, r3 = z. The energy εk does not depend on
the spin. In Fig. 4 we show εk in the one-, two- and three-dimensional cases. The corresponding
density of states is shown in Fig. 5.
In the opposite limit (t = 0) the Hubbard model describes a collection of isolated atoms. Each
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Fig. 5: Density of states (DOS) per spin, ρ(ε)/2, for a hypercubic lattice in one, two, and three
dimensions. The energy dispersion is calculated for t = 0.4 eV. The curves exhibit different
types of Van-Hove singularities.

atom has four electronic many-body states

|N,S, Sz〉 N S E(N)

|0, 0, 0〉 = |0〉 0 0 0

|1, 1
2
, ↑〉 = c†i↑|0〉 1 1/2 εd

|1, 1
2
, ↓〉 = c†i↓|0〉 1 1/2 εd

|2, 0, 0〉 = c†i↑c
†
i↓|0〉 2 0 2εd + U

where E(N) is the total energy, N the total number of electrons and S the total spin. We can
express the atomic Hamiltonian Ĥd + ĤU in a form in which the dependence on N̂i, Ŝi, and Ŝiz
is explicitly given

Ĥd + ĤU = εd
∑

i

n̂i + U
∑

i

[
−
(
Ŝiz

)2

+
n̂2
i

4

]
,

where Ŝiz = (n̂i↑ − n̂i↓)/2 is the z component of the spin operator and n̂i =
∑

σ n̂iσ = N̂i.
In the large t/U limit and at half filling we can downfold charge fluctuations and map the
Hubbard model into an effective spin model of the form

ĤS =
1

2
Γ
∑

〈ii′〉

[
Si · Si′ −

1

4
n̂in̂i′

]
. (2)

The coupling Γ can be calculated by using second-order perturbation theory. For a state in
which two neighbors have opposite spin, |↑, ↓ 〉 = c†i↑c

†
i′↓|0〉, we obtain the energy gain

∆E↑↓ ∼ −
∑

I

〈 ↑, ↓ |ĤT |I〉〈I
∣∣∣∣

1

E(2) + E(0)− 2E(1)

∣∣∣∣ I〉〈I|ĤT | ↑, ↓ 〉 ∼ −
2t2

U
.



9.8 Eva Pavarini

Here |I〉 ranges over the excited states with one of the two neighboring sites doubly occupied
and the other empty, | ↑↓, 0〉 = c†i↑c

†
i↓|0〉, or |0, ↑↓ 〉 = c†i′↑c

†
i′↓|0〉; these states can be occupied

via virtual hopping processes. For a state in which two neighbors have parallel spins, | ↑, ↑ 〉 =

c†i↑c
†
i′↑|0〉, no virtual hopping is possible because of the Pauli principle, and ∆E↑↑ = 0. Thus

1

2
Γ ∼ (∆E↑↑ −∆E↑↓) =

1

2

4t2

U
. (3)

The exchange coupling Γ = 4t2/U is positive, i.e., antiferromagnetic.
Canonical transformations [10] provide a scheme for deriving the effective spin model system-
atically at any perturbation order. Let us consider a unitary transformation of the Hamiltonian

ĤS = eiŜĤe−iŜ = Ĥ +
[
iŜ, Ĥ

]
+

1

2

[
iŜ,
[
iŜ, Ĥ

] ]
+ . . . .

We search for a transformation operator that eliminates, at a given order, hopping integrals
between states with a different number of doubly-occupied states. To do this, first we split the
kinetic term ĤT into a component Ĥ0

T that does not change the number of doubly-occupied
states and two terms that either increase it (Ĥ+

T ) or decrease it (Ĥ−T ) by one

ĤT = −t
∑

〈ii′〉

∑

σ

c†iσci′σ = Ĥ0
T + Ĥ+

T + Ĥ−T ,

where

Ĥ0
T = −t

∑

〈ii′〉

∑

σ

n̂i−σ c
†
iσci′σ n̂i′−σ − t

∑

〈ii′〉

∑

σ

[
1− n̂i−σ

]
c†iσci′σ

[
1− n̂i′−σ

]
,

Ĥ+
T = −t

∑

〈ii′〉

∑

σ

n̂i−σ c
†
iσci′σ

[
1− n̂i′−σ

]
,

Ĥ−T =
(
Ĥ+
T

)†
.

The term Ĥ0
T commutes with ĤU . The remaining two terms fulfill the commutation rules

[Ĥ±T , ĤU ] = ∓UĤ±T .

The operator Ŝ can be expressed as a linear combination of powers of the three operators
Ĥ0
T , Ĥ

+
T , and Ĥ−T . The actual combination, which gives the effective spin model at a given

order, can be found via a recursive procedure [10]. At half filling and second order, however,
we can simply guess the form of Ŝ that leads to the Hamiltonian (2). By defining

Ŝ = − i

U

(
Ĥ+
T − Ĥ−T

)

we obtain

ĤS = ĤU + Ĥ0
T +

1

U

( [
Ĥ+
T , Ĥ

−
T

]
+
[
Ĥ0
T , Ĥ

−
T

]
+
[
Ĥ+
T , Ĥ

0
T

] )
+O(U−2).
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Fig. 6: Left: Crystal structure of HgBa2CuO4 showing the two-dimensional CuO2 layers.
Spheres represent atoms of Cu (blue), O (red), Ba (yellow), and Hg (grey). Right: A CuO2

layer. The hopping integral t between neighboring Cu sites is t ∼ 4t2pd/∆dp, where tpd is the
hopping between Cu d and O p states and ∆dp = εd − εp their charge-transfer energy.

If we restrict the Hilbert space of ĤS to the subspace with one electron per site (half filling), no
hopping is possible without increasing the number of doubly-occupied states; hence, only the
term Ĥ−T Ĥ

+
T contributes. After some algebra, we obtain ĤS = Ĥ

(2)
S +O(U−2) with

Ĥ
(2)
S =

1

2

4t2

U

∑

ii′

[
Si · Si′ −

1

4
n̂in̂i′

]
.

The Hubbard model (1) is rarely realized in nature in this form. To understand real materials
one typically has to take into account orbital degrees of freedom, long-range hopping integrals,
and sometimes longer-range Coulomb interactions or perhaps even more complex many-body
terms. Nevertheless, there are very interesting systems whose low-energy properties are, to
first approximation, described by (1). These are strongly-correlated organic crystals [11] (one-
dimensional case) and high-temperature superconducting cuprates [12], in short HTSCs (two-
dimensional case). An example of HTSC is HgBa2CuO4, whose structure is shown in Fig. 6. It
is made of CuO2 planes well divided by BaO-Hg-BaO blocks. The x2−y2-like states stemming
from the CuO2 planes can be described via a one-band Hubbard model. The presence of a
x2 − y2-like band at the Fermi level is a common feature of all HTSCs.
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2.2 The Hubbard dimer

The Hubbard model cannot be solved exactly. It is thus interesting to consider an even simpler
model, for which we can find analytically eigenvectors and eigenvalues. This is the Hubbard
dimer, whose Hamiltonian is given by

Ĥ = εd
∑

iσ

niσ − t
∑

σ

[
c†1σc2σ + c†2σc1σ

]
+ U

∑

i=1,2

n̂i↑n̂i↓. (4)

2.2.1 Exact diagonalization

Hamiltonian (4) commutes with the number of electron operator N̂ , the total spin Ŝ and Ŝz. In
the atomic limit, the eigenstates states can be therefore classified as

|N,S, Sz〉 N S E(N,S)

|0, 0, 0〉 = |0〉 0 0 0

|1, 1/2, σ〉1 = c†1σ|0〉 1 1/2 εd

|1, 1/2, σ〉2 = c†2σ|0〉 1 1/2 εd

|2, 1, 1〉 = c†2↑c
†
1↑|0〉 2 1 2εd

|2, 1,−1〉 = c†2↓c
†
1↓|0〉 2 1 2εd

|2, 1, 0〉 = 1√
2

[
c†1↑c

†
2↓ + c†1↓c

†
2↑

]
|0〉 2 1 2εd

|2, 0, 0〉0 = 1√
2

[
c†1↑c

†
2↓ − c†1↓c†2↑

]
|0〉 2 0 2εd

|2, 0, 0〉1 = c†1↑c
†
1↓|0〉 2 0 2εd + U

|2, 0, 0〉2 = c†2↑c
†
2↓|0〉 2 0 2εd + U

|3, 1/2, σ〉1 = c†1σc
†
2↑c
†
2↓|0〉 3 1/2 3εd + U

|3, 1/2, σ〉2 = c†2σc
†
1↑c
†
1↓|0〉 3 1/2 3εd + U

|4, 0, 0〉 = c†1↑c
†
1↓c
†
2↑c
†
2↓|0〉 4 0 4εd + 2U

Let us order the N = 1 states as in the table above, first the spin up and then spin down block.
For finite t the Hamiltonian matrix for N = 1 electrons takes then the form

Ĥ1 =




εd −t 0 0

−t εd 0 0

0 0 εd −t
0 0 −t εd



.



DFT+U vs DFT+DMFT 9.11

This matrix can be easily diagonalized and yields the bonding (−) and antibonding (+) states

|1, S, Sz〉α Eα(1, S) dα(1, S)

|1, 1/2, σ〉+ = 1√
2

[|1, 1/2, σ〉1 − |1, 1/2, σ〉2] εd + t 2

|1, 1/2, σ〉− = 1√
2

[|1, 1/2, σ〉1 + |1, 1/2, σ〉2] εd − t 2

where dα(N) is the spin degeneracy of the α manifold. Let us now increase the total number of
electrons. For N = 2 electrons (half filling), the hopping integrals only couple the three S = 0

states, and therefore the Hamiltonian matrix is given by

Ĥ2 =




2εd 0 0 0 0 0

0 2εd 0 0 0 0

0 0 2εd 0 0 0

0 0 0 2εd −
√

2t −
√

2t

0 0 0 −
√

2t 2εd + U 0

0 0 0 −
√

2t 0 2εd + U




.

The eigenvalues and the corresponding (normalized) eigenvectors are

|2, S, Sz〉α Eα(2, S) dα(2, S)

|2, 0, 0〉+ = a1|2, 0, 0〉0 − a2√
2

[|2, 0, 0〉1 + |2, 0, 0〉2] 2εd + 1
2

[U +∆(t, U)] 1

|2, 0, 0〉o = 1√
2

[|2, 0, 0〉1 − |2, 0, 0〉2] 2εd + U 1

|2, 1,m〉o = |2, 1,m〉 2εd 3

|2, 0, 0〉− = a2|2, 0, 0〉0 + a1√
2

[|2, 0, 0〉1 + |2, 0, 0〉2] 2εd + 1
2

[U −∆(t, U)] 1

where

∆(t, U) =
√
U2 + 16t2,

and a1a2 = 2t/∆(t, U). For U = 0 we have a1 = a2 = 1/
√

2, and the two states |2, 0, 0〉−
and |2, 0, 0〉+ become, respectively, the state with two electrons in the bonding orbital and the
state with two electrons in the antibonding orbital; they have energy E±(2, 0) = 2εd ± 2t; the
remaining states have energy 2εd and are non-bonding. For t > 0, the ground state is unique
and it is always the singlet |2, 0, 0〉−; in the large U limit its energy is

E−(2, 0) ∼ 2εd − 4t2/U.

In this limit the energy difference between the first excited state, a triplet state, and the singlet
ground state is thus equal to the Heisenberg antiferromagnetic coupling

Eo(2, 1)− E−(2, 0) ∼ 4t2/U = Γ.
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Finally, for N = 3 electrons, eigenstates and eigenvectors are

|3, S, Sz〉α Eα(3) dα(3, S)

|3, 1/2, σ〉+ = 1
2

[|1, 1/2, σ〉1 + |1, 1/2, σ〉2] 3εd + U + t 2

|3, 1/2, σ〉− = 1
2

[|1, 1/2, σ〉1 − |1, 1/2, σ〉2] 3εd + U − t 2

If we exchange holes and electrons, the N = 3 case is identical to the N = 1 electron case.
This is due to the particle-hole symmetry of the model.

2.2.2 Local Matsubara Green function

Let us now calculate the local Matsubara Green function for site i, defined as

Gii,σ(iνn) = −
∫ β

0

dτeiνnτ 〈T ciσ(τ)c†iσ(0)〉,

where T is the time-ordering operator and νn a fermionic Matsubara frequency. We use to this
end the Lehmann representation

Gii,σ(iνn) =
1

Z

∑

nn′N

e−β(En(N)−µN)

[
|〈n′N − 1|ciσ|nN〉|2

iνn − [En(N)− En′(N − 1)− µ]
(5)

+
|〈n′N + 1|c†iσ|nN〉|2

iνn − [En′(N + 1)− En(N)− µ]

]
,

where |nN〉 is the N -electron eigenstate with energy En(N), β = 1/kBT , µ is the chemical
potential, and Z the partition function. In order to calculate the Green function (5) we thus
need all eigenstates and their energies; from the eigenstates we have to compute the weights
wσi = |〈n′N ′|ôiσ|nN〉|2, where ôiσ is either ciσ or c†iσ. The Green function is by symmetry
identical for spin up and spin down, and for site 1 and site 2. Thus it is sufficient to perform the
calculation for i = 1 and σ =↑. In the atomic limit, the only non-zero terms are collected in
the table shown in the next page; in the first half of the table ô1↑ = c1↑ and N ′ = N , and in the
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second half of the table ô1↑ = c†1↑ and N ′ = N + 1

ô1↑|N,S, Sz〉 w↑1 En(N ′)− En′(N ′ − 1)

c1↑|1, 1/2, σ〉1 = δσ,↑|0〉 1 εd

c1↑|2, 1, 0〉 = 1√
2
c†2↓|0〉 1

2
εd

c1↑|2, 1, 1〉 = −c†2↑|0〉 1 εd

c1↑|2, 0, 0〉0 = 1√
2
c†2↓|0〉 1

2
εd

c1↑|2, 0, 0〉1 = c†1↓|0〉 1 εd + U

c1↑|3, 1/2, σ〉1 = δσ,↑c
†
2↑c
†
2↓|0〉 1 εd

c1↑|3, 1/2, σ〉2 = −c†2σc†1↓|0〉 1 εd + U

c1↑|4, 0, 0〉 = c†1↓c
†
2↑c
†
2↓|0〉 1 εd + U

c†1↑|0, 0, 0〉 = c†1↑|0〉 1 εd

c†1↑|1, 1/2, σ〉1 = δσ,↓c
†
1↑c
†
1σ|0〉 1 εd + U

c†1↑|1, 1/2, σ〉2 = c†1↑c
†
2σ|0〉 1 εd

c†1↑|2, 1, 0〉 = 1√
2
c†1↑c

†
1↓c
†
2↑|0〉 1

2
εd + U

c†1↑|2, 1,−1〉 = −c†2↓c†1↑c†1↓|0〉 1 εd + U

c†1↑|2, 0, 0〉0 = − 1√
2
c†1↑c

†
1↓c
†
2↑|0〉 1

2
εd + U

c†1↑|2, 0, 0〉2 = c†1↑c
†
2↑c
†
2↓|0〉 1 εd

c†1↑|3, 1/2, σ〉1 = δσ,↓c
†
1↑c
†
1σc
†
2↑c
†
2↓|0〉 1 εd + U

For t 6= 0 we have to recalculate the weights because the eigenstates are different. Let us first
exploit the mirror symmetry of the Hamiltonian, however; thanks to it, any hermitian quadratic
operator is diagonal in the basis of the bonding and anti-bonding state. Thus the local Green
function can be expressed as the average of the bonding and antibonding one

G11,σ(iνn) =
1

2
[G++,σ +G−−,σ]

where

G±±,σ(iνn) = −
∫ β

0

dτeiνnτ 〈T c±σ(τ)c†±σ(0)〉,
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and

c±σ =
1√
2

(c1↑ ∓ c2↑) .

For U = 0, the local Green function is thus simply

G0
11,σ(iνn) =

1

2

∑

α=±

1

iνn − (εα − µ)
=

1

iνn − (εd + F 0(iνn)− µ)
,

where ε± = εd ± t. The quantity

F 0(iνn) =
t2

iνn − (εd − µ)
,

is the so-called non-interacting hybridization function, and it can be seen as a self-energy for
the uncorrelated atomic level εd. Let us now suppose that we are in the opposite limit, the one in
which 4t � U , and hence E−(2, 0) ∼ Eo(2, 1). Furthermore, let us assume that kBT is much
lower than the energy difference Eo(2, 0) − E−(2, 0); this implies that the two higher-energy
states in the 2-electron sector can be neglected in calculating the Green function. In this limit
the local Matsubara Green function is given by

G11,σ(iνn) ∼ 1

4

∑

α=±

[
1

iνn − (εα − µ)
+

1

iνn − (εα + U − µ)

]

=
1

2

∑

α=±

1

iνn − (εα − µ+Σαα(iνn))
.

The bonding and antibonding self-energy are

Σαα(iνn) =
U

2
+
U2

4

1

iνn − (εα + 1
2
U − µ)

.

In the large frequency limit, as will become clear later, the exact self-energy equals the Hartree-
Fock self-energy for zero magnetization, U/2. The gap is given by

Ec
g = E0(N + 1) + E0(N − 1)− 2E0(N) ∼ U − 2t.

The formulas above show that the self-energy is different for the bonding and antibonding state.
By making the analogy with an infinite tight-binding chain with dispersion −2(t/2) cos ka, the
bonding state corresponds to k = 0 and the anti-bonding state to k = π/a. Thus, in the lattice
limit, our result reflects the fact that in general the self-energy depends on k. In addition, the
gap, which has the value U in the atomic limit, is reduced by the energy difference between
antibonding and bonding state, 2t; in the lattice limit, this difference becomes the band-width,
W . The reason of the gap reduction is that, once we remove or add one electron, it does not
cost Coulomb energy to move the hole/extra electron from one site to the other in the Hubbard
dimer. Finally, we can rewrite the local Green function in a form that will become useful later

G11,σ(iνn) =

[
1

iνn − (εd − µ+Σlσ(iνn) + Fσ(iνn))

]
. (6)
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In this expression Σl(iνn) is the local self-energy

Σl(iνn) =
1

2
(Σ++(iνn) +Σ−−(iνn)),

=
U

2
+
U2

4

1

iνn − (εd + 1
2
U − µ+ t2

(iνn−(εd+ 1
2
U−µ))

)
,

and Fσ(iνn) the hybridization function for the correlated dimer

Fσ(iνn) =
(t+∆Σl(iνn))2

iνn − (εd − µ+Σlσ(iνn))
.

The difference

∆Σlσ(iνn) =
1

2
(Σ++(iνn)−Σ−−(iνn))

=
U2

4

t

(iνn − (εd + 1
2
U − µ))2 − t2 ,

measures the strength of non-local effects. The sum Fl(iνn)+Σl(iνn) yields the total modifica-
tion of the isolated (t = 0) and uncorrelated (U = 0) level εd. Later we will compare expression
(6) to its analogous for another simple model, the Anderson molecule.

2.2.3 Long-range Coulomb interaction

A natural question that follows is: what happens if the Coulomb repulsion is longer range? For
a dimer, extending the Coulomb interaction to first neighbors leads to the Hamiltonian

Ĥ =εd
∑

iσ

n̂iσ − t
∑

σ

[
c†1σc2σ + c†2σc1σ

]
+ U

∑

i=1,2

n̂i↑n̂i↓

+
∑

σ 6=σ′
(V − 2JV − JV δσσ′)n̂1σn̂2σ′ − JV

∑

i6=i′

[
c†i↑ci↓c

†
i′↓ci′↑ + c†i′↑c

†
i′↓ci↑ci↓

]
,

where the parameters in the last two terms are the intersite direct (V ) and exchange (JV )
Coulomb interaction. For two electrons the Hamiltonian becomes

Ĥ2 =




2εd + V −3JV 0 0 0 0 0

0 2εd + V −3JV 0 0 0 0

0 0 2εd + V −3JV 0 0 0

0 0 0 2εd + V −JV −
√

2t −
√

2t

0 0 0 −
√

2t 2εd +U −JV
0 0 0 −

√
2t −JV 2εd +U




.

Thus, if JV = 0, apart from an irrelevant shift, the Hamiltonian at half-filling equals the Ĥ2

matrix that we obtained for V = 0, provided that in the latter U is replaced by U −V ; hence the
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V term effectively reduces the strength of the local Coulomb interaction and at the same time
enhances the exchange coupling, which becomes Γ ∼ 4t2/(U − V ). What about the charge
gap? Let us calculate the gap exactly, without assuming 4t � U as we have done previously.
This leads to the formula

Ec
g(V ) = −2t+ V +

√
(U − V )2 + 16t2.

Let us consider the case in which 4t/U is small. There are two interesting limits. The first,
V/U → 0, yield the previous result, Eg(V ) ∼ U − 2t. The second is V/U ∼ 1, which gives
Eg(V ) ∼ 2t+V. In this case the gap equals the one of an uncorrelated dimer with enhanced hop-
ping integrals, t→ t+V/2. In this limit, the elements of the matrices ĤN are basically identical
to those we obtained for U = V = JV = 0, apart for a shift on the diagonal; thus also the eigen-
states are close to those of the non-interacting dimer. Although for realistic lattices the effect of
V is more complex [11], the simple result above explains why actual strong-correlation effects
mostly appear when the local Coulomb coupling is large compared to longer-range terms.

2.2.4 Hartree-Fock approximation

Let us now compare the exact solution of the Hubbard dimer with the result of the Hartree-Fock
approximation. Here we return for simplicity to the case V = JV = 0. The Hartree-Fock
Hamiltonian can be obtained by replacing

ĤU = U
∑

i

n̂i↑n̂i↓ → ĤHF
U = U

∑

i

[n̂i↑n̄i↓ + n̂i↓n̄i↑ − n̄i↑n̄i↓], (7)

where n̄iσ is the HF expectation value of the operator n̂iσ. Thus we have

ĤHF =εd
∑

iσ

n̂iσ − t
∑

σ

[
c†1σc2σ + c†2σc1σ

]
+ U

∑

σ 6=σ′
[n̂1σn̄1σ′ + n̂2σn̄2σ′ ]− U

∑

i

n̄i↑n̄i↓.

It is convenient to introduce the quantities

ni = n̄i↑ + n̄i↓ n =
1

2
(n1 + n2) δn =

1

2
(n1 − n2)

mi =
1

2
(n̄i↑ − n̄i↓) m+ =

1

2
(m1 +m2) m− =

1

2
(m1 −m2)

Inverting these relations

n1↑ = (m+ +m−) + (n+ δn)/2 n1↓ = −(m+ +m−) + (n+ δn)/2

n2↑ = (m+ −m−) + (n− δn)/2 n2↓ = −(m+ −m−) + (n− δn)/2
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The Hartree-Fock version of the Hubbard dimer Hamiltonian equals the non-interacting Hamil-
tonian plus a shift of the on-site level. This shift depends on the site and the spin

ĤHF =
∑

iσ

(εd +∆iσ) n̂iσ − t
∑

σ

(
c†1σc2σ + c†2σc1σ

)
−∆0

∆0 = 2U

[
n2 + δn2

4
−m2

+ −m2
−

]

∆iσ = U

[
(−1)σ

(
m+ + (−1)i−1m−

)
+

1

2
(n+ (−1)i−1δn)

]
.

Thus we can write immediately the local Green function matrix for site 1. It is convenient to
use this time the site basis, hence, to calculate the matrix Gii′,σ(iνn). Then we have

G11,σ(iνn) =

[
iνn − (εd − µ+Σ11,σ(iνn)) t

t iνn − (εd − µ+Σ22,σ(iνn))

]−1

11

where

Σii,σ(iνn) = ∆iσ.

This shows that the self-energy is not dependent on the frequency, i.e., Hartree-Fock is a static
mean-field approach. The value of the parameters m+, m− and δn have to be found solving the
system of self-consistent equations given by

n̄iσ =
1

β

∑

n

e−iνn0−Gii,σ(iνn).

For ferromagnetic (F) and antiferromagnetic (AF) solutions we have, in the absence of charge
disproportionation, the following simplifications

∆F
1σ =U

(n
2

+ σm+

)
∆AF

1σ = U
(n

2
+ σm−

)

∆F
2σ =U

(n
2

+ σm+

)
∆AF

2σ = U
(n

2
− σm−

)

In the AF case, the self-energy depends on the site. In the lattice limit, this implies that the
interaction couples k states. Indeed, by rewriting the Green-function matrix in the basis of the
bonding (k = 0) and anti-bonding (k = π) creation/annihilation operators we have

Gσ(iνn) =
1

2

[
iνn − (εd − t− µ+ 1

2

∑
iΣiσ(iνn)) 1

2

∑
i(−1)i−1Σiσ(iνn)

1
2

∑
i(−1)i−1Σiσ(iνn) iνn − (εd + t− µ+ 1

2

∑
iΣiσ(iνn))

]−1

.

The diagonal terms are identical, hence

Σ++,σ(iνn) = Σ−−,σ(iνn) = Σl(iνn).

The off-diagonal terms Σ+−(iνn) and G+−(iνn) are not zero, however. This tells us that, by
introducing the HF correction, we can lower the symmetry of the system. Let us now calculate
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explicitly the eigenstates for different fillings. For this it is sufficient to diagonalize Ĥ1, the
Hamiltonian in the 1-electron sector; the many-electron states can be obtained by filling the
one-electron states via the Pauli principle. The Hamiltonian Ĥ1 can be written as Ĥ1 = Ĥ ′1 +

εdN̂ −∆0, and, in the AF case we then have

Ĥ ′1 =




U(1
2
n−m−) −t 0 0

−t U(1
2
n+m−) 0 0

0 0 U(1
2
n+m−) −t

0 0 −t U(1
2
n−m−)



.

This leads to the (normalized) states

|1〉l El(1)

|1〉3 = a2|1, 1/2, ↑〉1 − a1|1, 1/2, ↑〉2 ε0(1) +∆1(t, U)

|1〉2 = a1|1, 1/2, ↓〉1 − a2|1, 1/2, ↓〉2 ε0(1) +∆1(t, U)

|1〉1 = a1|1, 1/2, ↑〉1 + a2|1, 1/2, ↑〉2 ε0(1)−∆1(t, U)

|1〉0 = a2|1, 1/2, ↓〉1 + a1|1, 1/2, ↓〉2 ε0(1)−∆1(t, U)

where ε0(1) = εd + U(1/2 + 2m2
− − n2/2) and a2

1 = 1
2

(
1 + Um−

∆1(t,U)

)
. The charge gap at half

filling is

EHF
g = 2∆1(t, U) = 2

√
(m−U)2 + t2.

In general the Hartree-Fock gap tends to be larger than the exact value. If we assume that only
the ground state is occupied, solving the self-consistent equations yields the solutions

m− = 0 or m− =
1

2

√
1− 4t2

U2
.

Using this result we find EHF
g = U. It is useful to look more in detail at Ĥ ′2, with Ĥ2 =

Ĥ ′2 + εdN̂ −∆0; in the absence of charge disproportionation, it has the general form

Ĥ ′2 =




U 0 0 −2Um− 0 0

0 U(1− 2m+) 0 0 0 0

0 0 U(1 + 2m+) 0 0 0

−2Um− 0 0 U −
√

2t −
√

2t

0 0 0 −
√

2t U 0

0 0 0 −
√

2t 0 U
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If we search for an AF solution, the normalized Hartree-Fock eigenvalues and eigenvectors are

|2〉l El(2)

|2〉5 = 1√
2

[
|2, 0, 0〉0 + a2|2, 1, 0〉 − a1√

2
[|2, 0, 0〉1 + |2, 0, 0〉2]

]
ε0(2) + 2∆1(t, U)

|2〉4 = 1√
2

[|2, 0, 0〉1 − |2, 0, 0〉2] ε0(2)

|2〉3 = |2, 1, 1〉 ε0(2)

|2〉2 = |2, 1,−1〉 ε0(2)

|2〉1 = a1|2, 1, 0〉+ a2
1√
2

[|2, 0, 0〉1 + |2, 0, 0〉2] ε0(2)

|2〉0 = 1√
2

[
|2, 0, 0〉0 − a2|2, 1, 0〉+ a1√

2
[|2, 0, 0〉1 + |2, 0, 0〉2]

]
ε0(2)− 2∆1(t, U)

where ε0(2) = 2εd+U(1+2m2
−−n2/2), and a2

1 = t2/∆2
1(t, U). There are several observations

to make. The Hartree-Fock ground state has an overlap with the correct ground state, however
incorrectly mixes triplet and singlet states, thus breaking the rotational symmetry of the model.
For this reason, its energy, in the large U limit, is 2εd − 2t2/U and not 2εd − 4t2/U as in the
exact case. For a F solution, the eigenvalues and eigenvectors are

|2〉l El(2)

|2〉5 = |2, 1,−1〉 ε+
0 (2) + 2Um+

|2〉4 = 1√
2

[
|2, 0, 0〉0 − 1√

2
[|2, 0, 0〉1 + |2, 0, 0〉2]

]
ε+

0 (2) + 2t

|2〉3 = 1√
2

[|2, 0, 0〉1 − |2, 0, 0〉2] ε+
0 (2)

|2〉2 = |2, 1, 0〉 ε+
0 (2)

|2〉1 = 1√
2

[
|2, 0, 0〉0 + 1√

2
[|2, 0, 0〉1 + |2, 0, 0〉2]

]
ε+

0 (2)− 2t

|2〉0 = |2, 1, 1〉 ε+
0 (2)− 2Um+

where ε+
0 (2) = 2εd + U(1 + 2m2

+ − n2/2). The ferromagnetic Hartree-Fock correction thus
yields an incorrect sequence of levels; the ground state for large U/t, indicated as |2〉0 in the
table, has no overlap with the exact ground state of the Hubbard dimer. It is, instead, one of
the states of the first excited triplet. The energy difference between F- and AF-magnetic ground
state is

EAF − EF ∼ −
2t2

U
,

which is indeed the exact energy difference between antiferromagnetic and ferromagnetic state.
It does not correspond, however, to the actual singlet-triplet excitation energy, Γ ∼ 4t2/U .
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3 The Anderson model

3.1 Introduction

A magnetic impurity in a metallic host can be described by the Anderson model

ĤA =
∑

σ

∑

k

εknkσ +
∑

σ

εf n̂fσ + Un̂f↑n̂f↓

︸ ︷︷ ︸
Ĥ0

+
∑

σ

∑

k

[
Vkc

†
kσcfσ + h.c.

]

︸ ︷︷ ︸
Ĥ1

,

where εf is the impurity level (occupied by nf ∼ 1 electrons), εk is the dispersion of the metallic
band, and Vk the hybridization. If we assume that the system has particle-hole symmetry with
respect to the Fermi level, then εf − µ = −U/2. The Kondo regime is characterized by the
parameter values εf � µ and εf + U � µ and by a weak hybridization, i.e., the hybridization
width, which is the imaginary part of the hybridization function for the Anderson model,

∆(ε) = π
1

Nk

∑

k

|Vk|2δ(εk − ε)

is such that ∆(µ) � |µ − εf |, |µ − εf − U |. The Anderson model is important in this lec-
ture because it is used as quantum-impurity model in dynamical mean-field theory. Through
the Schrieffer-Wolff canonical transformation [10] one can map the Anderson model onto the
Kondo model, in which only the effective spin of the impurity enters

ĤK = Ĥ ′0 + ΓSf · sc(0) = Ĥ ′0 + ĤΓ , (8)

where

Γ ∼ −2|VkF |2
[

1

εf
− 1

εf + U

]
> 0

is the antiferromagnetic coupling arising from the hybridization, Sf the spin of the impurity
(Sf = 1/2), and sc(0) is the spin-density of the conduction band at the impurity site. For
convenience we set the Fermi energy to zero; kF is a k vector at the Fermi level. The Schrieffer-
Wolff canonical transformation works as follows. We introduce the operator Ŝ that transforms
the Hamiltonian Ĥ into ĤS

ĤS = eŜĤe−Ŝ.

We search for an operator Ŝ such that the transformed Hamiltonian ĤS has no terms of first
order in Vk. Let us first split the original Hamiltonian ĤA into two pieces: Ĥ0, the sum of all
terms except the hybridization term, and Ĥ1, the hybridization term. Let us choose Ŝ linear in
Vk and such that

[Ŝ, Ĥ0] = −Ĥ1. (9)
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From Eq. (9) one finds that the operator Ŝ is given by

Ŝ =
∑

kσ

[
1− n̂f−σ
εk − εf

+
n̂f−σ

εk − εf − U

]
Vkc

†
kσcfσ − h.c..

The transformed Hamiltonian is complicated, as can be seen from explicitly writing the series
for a transformation satisfying Eq. (9)

ĤS = Ĥ0 +
1

2

[
Ŝ, Ĥ1

]
+

1

3

[
Ŝ,
[
Ŝ, Ĥ1

] ]
+ . . . .

In the limit in which the hybridization strength Γ is small this series can, however, be truncated
at second order. The resulting Hamiltonian has the form

ĤS = Ĥ0 + Ĥ2,

with
Ĥ2 = ĤΓ + Ĥdir +∆Ĥ0 + Ĥch.

The first term is the exchange interaction

ĤΓ =
1

4

∑

kk′

Γkk′

[∑

σ1σ2

c†k′σ1〈σ1|σ̂|σ2〉ckσ2 ·
∑

σ3σ4

c†fσ3〈σ3|σ̂|σ4〉cfσ4

]

where

Γkk′ = V ∗k Vk′

[
1

εk − εf
+

1

εk′ − εf
+

1

U + εf − εk
+

1

U + εf − εk′

]
.

Let us assume that the coupling Γkk′ is weakly dependent on k and k′; then by setting |k| ∼ kF ,
and |k′| ∼ kF we recover the antiferromagnetic contact coupling in Eq. (8).
The second term is a potential-scattering interaction

Ĥdir =
∑

kk′

[
Akk′ −

1

4
Γkk′n̂f

] ∑

σ

ĉ†k′σ ĉkσ,

where

Akk′ =
1

2
V ∗k Vk′

[
1

εk − εf
+

1

εk′ − εf

]
.

This term is spin-independent, and thus does not play a relevant role in the Kondo effect. The
next term merely modifies the Ĥ0 term

∆Ĥ0 = −
∑

kσ

[
Akk −

1

2
Γkk n̂f−σ

]
n̂fσ.

Finally, the last term is a pair-hopping interaction, which changes the charge of the f site by
two electrons and thus can be neglected if nf ∼ 1

∆Ĥch = −1

4

∑

kk′σ

Γkk′c
†
k′−σc

†
kσcfσcf−σ + h.c..

The essential term in Ĥ2 is the exchange term ĤΓ , which is the one that yields the antiferro-
magnetic contact interaction in the Kondo Hamiltonian (8).
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3.1.1 Poor man’s scaling

We can understand the nature of the ground state of the Kondo model by using a simple ap-
proach due to Anderson called poor man’s scaling [13] and an argument due to Nozières. First
we divide the Hilbert space into a high- and a low-energy sector. We define as high-energy states
those with at least one electron or one hole at the top or bottom of the band; the corresponding
constraint for the high-energy electronic level εq is D′ < εq < D or −D < εq < −D′,
where D′ = D − δD. Next we introduce the operator P̂H , which projects onto the high-energy
states, and the operator P̂L = 1̂ − P̂H , which projects onto states with no electrons or holes in
the high-energy region. Then we downfold the high-energy sector of the Hilbert space. To do
this we rewrite the original Kondo Hamiltonian,

Ĥ ≡ Ĥ ′0 + ĤΓ ,

as the energy-dependent operator Ĥ ′, which acts only in the low-energy sector

Ĥ ′ = P̂LĤP̂L + δĤL = ĤL + δĤL,

δĤL = P̂LĤP̂H

(
ω − P̂HĤP̂H

)−1

P̂HĤP̂L.

Here ĤL is the original Hamiltonian, however in the space in which the high-energy states
have been downfolded; the term δĤL is a correction due to the interaction between low-energy
and (downfolded) high-energy states. Up to this point, the operator Ĥ ′ has the same spectrum
as the original Hamiltonian. To make use of this expression, however, we have to introduce
approximations. Thus, let us calculate δĤL using many-body perturbation theory. The first
non-zero contribution is of second order in Γ

δĤ
(2)
L ∼ P̂LĤΓ P̂H

(
ω − P̂HĤ ′0P̂H

)−1

P̂HĤΓPL .

There are two types of processes that contribute at the second order, an electron and a hole
process, depending on whether the downfolded states have (at least) one electron or one hole in
the high-energy region. Let us consider the electron process. We set

P̂H ∼
∑

qσ

c†qσ|FS〉〈FS|cqσ,

P̂L ∼
∑

kσ

c†kσ|FS〉〈FS|ckσ ,

where |εk| < D′ and
|FS〉 =

∏

kσ

c†kσ|0〉

is the Fermi sea, i.e., the many-body state corresponding to the metallic conduction band. Thus

δH
(2)
L = −1

2
Γ 2
∑

q

1

ω − εq
Sf · sc(0) + . . .

∼ 1

4
ρ(εF )Γ 2 δD

D
Sf · sc(0) + . . . .
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We find an analogous contribution from the hole process. The correction δH(2)
L modifies the

parameter Γ of the Kondo Hamiltonian as follows

Γ → Γ ′ = Γ + δΓ,

and

δΓ

δ lnD
=

1

2
ρ(εF )Γ 2, (10)

where
δ lnD = δD/D.

It can be seen that equation (10) has two fixed points

(i) Γ = 0 (weak coupling)

(ii) Γ →∞ (strong coupling)

By solving the scaling equation we find

Γ ′ =
Γ

1 + 1
2
ρ(εF )Γ ln D′

D

.

If the original coupling Γ is antiferromagnetic, the renormalized coupling constant Γ ′ diverges
(i.e., it scales to the strong coupling fixed point) for

D′ = De−2/Γρ(εF ).

We can define this value of D′ as the Kondo energy

kBTK = De−2/Γρ(εF ). (11)

The divergence at kBTK indicates that at low energy the interaction between the spins dom-
inates, and therefore the system forms a singlet in which the impurity magnetic moment is
screened. The existence of this strong coupling fixed point is confirmed by the numerical renor-
malization group of Wilson [14]. Nozières [15] has used this conclusion to show that the low-
temperature behavior of the system must be of Fermi liquid type. His argument is the following.
For infinite coupling Γ ′ the impurity traps a conduction electron to form a singlet state. For a
finite but still very large Γ ′, any attempt at breaking the singlet will cost a very large energy.
Virtual excitations (into the nf = 0 or nf = 2 states and finally the nf = 1 triplet state) are,
however, possible and they yield an effective indirect interaction between the remaining con-
duction electrons surrounding the impurity. This is similar to the phonon-mediated attractive
interaction in metals. The indirect electron-electron coupling is weak and can be calculated
in perturbation theory (1/Γ expansion). Nozières has shown that, to first approximation, the
effective interaction is between electrons of opposite spins lying next to the impurity. It is of
order D4/Γ 3 and repulsive, hence it gives rise to a Fermi liquid behavior with enhanced sus-
ceptibility [15].
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3.2 The Anderson molecule

As in the case of the Hubbard model, it is useful to look at a simpler case, the Anderson
molecule. The corresponding Hamiltonian is given by

Ĥ = εf n̂1σ + εsn̂2σ − tA
∑

σ

[
c†1σc2σ + c†2σc1σ

]
+ Un̂1↑n̂1↓. (12)

Also this Hamiltonian commutes with the number of electron operator N̂ , with the total spin Ŝ
and with Ŝz. Thus we can express the states in the atomic limit as

|N,S, Sz〉 N S E(N)

|0, 0, 0〉 = |0〉 0 0 0

|1, 1/2, σ〉1 = c†1σ|0〉 1 1/2 εf

|1, 1/2, σ〉2 = c†2σ|0〉 1 1/2 εs

|2, 1, 0〉 = 1√
2

[
c†1↑c

†
2↓ + c†1↓c

†
2↑

]
|0〉 2 1 εf + εs

|2, 1, 1〉 = c†2↑c
†
1↑|0〉 2 1 εf + εs

|2, 1,−1〉 = c†2↓c
†
1↓|0〉 2 1 εf + εs

|2, 0, 0〉0 = 1√
2

[
c†1↑c

†
2↓ − c†1↓c†2↑

]
|0〉 2 0 εf + εs

|2, 0, 0〉1 = c†1↑c
†
1↓|0〉 2 0 2εf + U

|2, 0, 0〉2 = c†2↑c
†
2↓|0〉 2 0 2εs

|3, 1/2, σ〉1 = c†1σc
†
2↑c
†
2↓|0〉 3 1/2 εf + 2εs

|3, 1/2, σ〉2 = c†2σc
†
1↑c
†
1↓|0〉 3 1/2 2εf + εs + U

|4, 0, 0〉 = c†1↑c
†
1↓c
†
2↑c
†
2↓|0〉 4 0 2εf + 2εs + U

Again, for N = 2 electrons, the hopping integrals only couple the S = 0 states. The Hamilto-
nian looks like

Ĥ2 =




εf + εs 0 0 0 0 0

0 εf + εs 0 0 0 0

0 0 εf + εs 0 0 0

0 0 0 εf + εs −
√

2tA −
√

2tA

0 0 0 −
√

2tA 2εf + U 0

0 0 0 −
√

2tA 0 2εs
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The ground-state is a singlet, as in the Kondo problem. In order to calculate its energy, let us
downfold the doubly-occupied states. We find

E0(ω) = ω = εf + εs −
2t2A

2εf + U − ω −
2t2A

2εs − ω
.

If we set ω = εf + εs −∆E, and εs ∼ 0 we have the solution

∆E ∼ −2t2A

[
1

εf
− 1

εf + U

]
≡ Γ.

We can define ∆E as Kondo energy for the Anderson molecule. There is an important differ-
ence with respect to the real Kondo model, namely that in that case the Kondo energy, defined
in Eq. (11), decreases exponentially with the inverse of Γ . The non-perturbative nature of the
problem is thus not captured by the Anderson dimer.

3.3 Anderson molecule vs Hubbard dimer

Let us now compare the Anderson molecule and the Hubbard dimer. The non-interacting Green
function for the Anderson molecule can be obtained directly from the non-interacting part of
the Hamiltonian

G−1
σ (iνn) =

(
iνn − εf + µ tA

tA iνn − εs + µ

)−1

.

By downfolding the s orbital we obtain

Gff,σ(iνn) =
1

iνn − (εf − µ+ F(iνn))
,

where F(iνn) is the non-interacting hybridization function for the Anderson molecule

F(iνn) =
t2A

iνn − (εs − µ)
= iνn − εf + µ− G−1

ff,σ(iνn).

Using the Dyson equation, we can then write the interacting local Green function as

Gff,σ(iνn) =
1

iνn − (εf − µ+ F(iνn) +Σff (iνn))
. (13)

The impurity Green function (13) and the local Green functionGii,σ(iνn) of the Hubbard dimer,
Eq. (6), have a similar form. In view of this observation, it is legitimate to ask ourselves the
following question: Can we reproduce some properties of the Hubbard dimer via an Anderson
molecule in which εf = εd, while εs and tA are free parameters? In the limit U = 0, indeed,
setting εs = εd and tA = t the two models are identical. For finite U , in general, they strongly
differ. Let us request first that the occupation numbers is the same for the two models at half
filling. This can be achieved with the choice

εs = εf + U/2.
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For this value of εs, the eigenstates in the N = 2 electron sector are identical for the Hubbard
dimer and the Anderson model. We can then in addition demand that at half-filling the gap is
the same for the two models. This leads to the condition

1

2

√
U2 + 16t2A = −2t+

√
U2 + 16t2

which for small t/U has the solution tA ∼
√

3
4
U. The message is that we could in principle

use the Anderson molecule as an approximate version of the Hubbard dimer; choosing the
parameters of the first ad hoc, we can reproduce some properties of the second, for example
occupation number and gap. Could we go beyond that, and reproduce the full local Green
function of the Hubbard dimer via an Anderson-like molecule? Comparing the local Green
functions of the two models, we can see that it would be possible under, e.g., the following
conditions

• the non-local part of the self-energy of the Hubbard dimer is negligible

• the local self-energy Σl(iνn) equals Σff (iνn)

• the hybridization function F(iνn) equals F (iνn)

As we have seen, for the Hubbard dimer the non-local part of the self-energy is finite and, in
general, non-negligible; thus already the first condition is not fulfilled. For the lattice Hubbard
model it can be shown, however, that diagrammatic perturbation theory greatly simplifies in the
limit of infinite dimensions, and the self-energy becomes local [4,6]. This important conclusion
is exploited in the DMFT approach.

4 DMFT and DFT+DMFT

4.1 Method

Although apparently simple, the Hubbard Hamiltonian (1) cannot be solved exactly except in
special cases. For the Hubbard dimer defined via the Hamiltonian (4), we have seen that some
properties can be reproduced via the even simpler Anderson molecule, Hamiltonian (12), pro-
vided that the parameters of the latter are chosen ad hoc. Can we do the same for the general
Hubbard and Anderson model? This idea is at the core of dynamical mean-field theory. DMFT
maps the correlated lattice problem described by the Hubbard model onto a correlated single-
impurity problem [8, 4–6], e.g., an effective Anderson-like model. The latter can be solved
exactly, differently than the original Hubbard model; to solve it we have to use numerical tech-
niques, for example quantum Monte Carlo. The Anderson model is defined via either the hy-
bridization function F(iνn) or the bath Green function G(iνn) = (iνn − εd + µ − F(iνn))−1.
Solving it yields the impurity Green function G(iνn). From the Dyson equation we can calcu-
late the impurity self-energy

Σ(iνn) = G−1(iνn)−G−1(iνn).
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Fig. 7: DFT+DMFT self-consistency loop. The DFT Hamiltonian is built in the basis of Bloch
states obtained from localized Wannier functions, for example in the local-density approxima-
tion (LDA); this gives HLDA

k . The set {ic} labels the equivalent correlated sites inside the unit
cell. The local Green-function matrix is at first calculated using an initial guess for the self-
energy matrix. The bath Green-function matrix is then obtained via the Dyson equation and
used to construct an effective quantum-impurity model. The latter is solved via a quantum-
impurity solver, here quantum Monte Carlo (QMC), yielding the impurity Green-function ma-
trix. Through the Dyson equation the self-energy is then obtained, and the procedure is repeated
till self-consistency is reached.

Next, we assume that non-local contributions to the self-energy of the Hubbard model can be
neglected, and that the local self-energy equals the impurity self-energy. Then, the local Green
function is given by

Gic,ic(iνn) =
1

Nk

∑

k

[iνn − εk −Σ(iνn)]−1 .

Here Nk is the number of k points. Self-consistency is reached when the impurity Green func-
tion G(iνn) equals the actual local Green function Gic,ic(iνn)

Gic,ic(iνn) = G(iνn).

The main approximation adopted is that the self-energy of the Hubbard model is local; as al-
ready mentioned, it can be shown that the self-energy becomes indeed local in the infinite-
coordination-number limit [4, 6]. The DMFT approach can be extended to material-specific
multi-orbital Hamiltonians. In this case we replace

εk → H0
k,
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where H0
k is the non-interacting Hamiltonian. Furthermore, the local Green function and self-

energy become matrices in spin-orbital space. Typically, to build minimal material-specific
models, we use density-functional theory, for example in the local-density approximation. First
we construct a basis of localized Wannier functions that span the relevant bands and then use
this basis to build material-specific Hubbard models. The combination of DMFT with density-
functional theory, sketched above in short, defines the DFT+DMFT approach. The DMFT
self-consistency loop is shown in Fig. 7, where it is assumed that quantum Monte Carlo (QMC)
is used as the quantum-impurity solver. It has to be pointed out that the computational time
needed to solve a multiband quantum-impurity models with QMC increases rapidly with the
number of degrees of freedom. How rapidly depends on the specific QMC flavor used. Thus,
in practice, only few correlated orbitals/sites can be treated fully with DMFT. Furthermore,
increasing the number of degrees of freedom, eventually leads to the infamous sign problem. It
is thus very important to properly build minimal material-specific models.

4.2 Model building in DFT+DMFT

In the Born-Oppenheimer approximation, the non-relativistic electronic Hamiltonian for an
ideal crystal, Ĥe, can be written as the sum of a one-electron Ĥ0 and an interaction part ĤU

Ĥe = Ĥ0 + ĤU .

Let us assume that we have constructed a complete basis of Wannier functions ψinσ(r). Then,
in this basis, the one-electron term is given by

Ĥ0 = −
∑

σ

∑

ii′

∑

nn′

ti,i
′

n,n′c
†
inσci′n′σ,

where c†inσ (cinσ) creates (destroys) an electron with spin σ in orbital n at site i. The on-site
(i = i′) terms yield the crystal-field matrix while the i 6= i′ contributions are the hopping
integrals. This part of the Hamiltonian describes the attraction between electrons and nuclei,
the latter forming an ideal lattice. The electron-electron repulsion ĤU is instead given by

ĤU =
1

2

∑

ii′jj′

∑

σσ′

∑

nn′pp′

U iji′j′

np n′p′c
†
inσc

†
jpσ′cj′p′σ′ci′n′σ.

For a given system, material-specific Wannier functions can be obtained via DFT-based calcu-
lations [7, 8]. This immediately gives hopping integrals and crystal-field splittings

ti,i
′

n,n′ = −
∫
drψinσ(r)

[
−1

2
∇2 + vR(r)

]
ψi′n′σ(r),

where vR(r) is the self-consistent DFT reference potential. The bare Coulomb integrals can be
expressed in terms of Wannier functions as well

U iji′j′

np n′p′ =

∫
dr1

∫
dr2 ψinσ(r1)ψjpσ′(r2)

1

|r1 − r2|
ψj′p′σ′(r2)ψi′n′σ(r1).
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Here we have to be careful, however. The DFT potential includes in vR(r) also Coulomb effects,
via the long-range Hartree term and the exchange-correlation contribution; if we use, e.g., LDA
Wannier functions as one-electron basis, to avoid double counting we have to subtract from ĤU

the effects already included in the LDA. This means that we have to replace

ĤU → ∆ĤU = ĤU − ĤDC,

where ĤDC is the double-counting correction. Unfortunately we do not know which correlation
effects are exactly included in the LDA, and therefore the exact expression of ĤDC is also
unknown. The remarkable successes of the LDA suggest, however, that in many materials the
LDA is overall a good approximation, and therefore, in those systems at least, the term∆ĤU can
be neglected. What about strongly-correlated materials? Even in correlated systems, most likely
the LDA works rather well for the delocalized electrons or in describing the average or the long-
range Coulomb effects. Thus one can think of separating the electrons into uncorrelated and
correlated; only for the latter we do take the correction ∆ĤU into account explicitly, assuming
furthermore that ∆ĤU is local or almost local [7]. Typically, correlated electrons are those that
partially retain their atomic character, e.g., those that originate from localized d and f shells;
for convenience here we assume that in a given system they stem from a single atomic shell l
(e.g., d for transition-metal oxides or f for heavy-fermion systems) and label their states with
the atomic quantum numbers l and m = −l, . . . , l of that shell. Thus

U iji′j′

np,n′p′ ∼
{
U l
mαmβm′αm

′
β

iji′j′ = iiii npn′p′ ∈ l
0 iji′j′ 6= iiii npn′p′ /∈ l

and ∆ĤU is replaced by ∆Ĥ l
U = Ĥ l

U − Ĥ l
DC, where Ĥ l

DC is, e.g., given by the static mean-field
contribution of Ĥ l

U . There is a drawback in this procedure, however. By splitting electrons
into correlated and uncorrelated we implicitly assume that the main effect of the latter is the
renormalization or screening of parameters for the former, in particular of the Coulomb inter-
action. The calculation of screening effects remains, unfortunately, a challenge to date. Ap-
proximate schemes are the constrained LDA and the constrained random-phase approximation
(RPA) methods [7, 8]. Nevertheless, we have now identified the general class of models for
strongly-correlated systems, namely the generalized Hubbard model

Ĥe = ĤLDA + Ĥ l
U − Ĥ l

DC. (14)

It is often convenient to integrate out or downfold empty and occupied states and work directly
with a set of Wannier functions spanning the correlated bands only. In this case we have

ĤLDA = −
∑

ii′

∑

σ

∑

mαm′α

ti,i
′

mα,m′α
c†imασci′m′ασ =

∑

k

∑

σ

∑

mαm′α

[
HLDA

k

]
mα,m′α

c†kmασckm′ασ,

where the right-hand side is rewritten using as a one-electron basis Bloch functions ψkmασ

constructed from the Wannier functions ψimασ. The local screened Coulomb interaction is
instead given by

Ĥ l
U =

1

2

∑

i

∑

σσ′

∑

mαm′α

∑

mβm
′
β

Umαmβm′αm′βc
†
imασ

c†imβσ′cim′βσ′
cim′ασ.
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Fig. 8: Ferromagnetism in Hartree-Fock. The chemical potential is taken as the energy zero.

5 Metal-insulator transition

5.1 Hartree-Fock method

We have seen in section 2 the Hartree-Fock approximation for the Hubbard dimer. Here we
want to extend it to the Hubbard model, and compare the description of the metal-insulator
transition from Hartree-Fock to the one that emerges from DMFT. We assume that the system
is at half-filling (n = 1) and exclude charge-disproportionation phenomena (ni = n). Let us
first consider the ferromagnetic HF solution. The HF approximation of the Coulomb term in
the Hubbard model, as we have seen, consist in replacing the Coulomb term in the Hamiltonian
with the expression given in Eq. (7). For the F solution we rewrite it as

ĤHF
U =U

∑

i

[
−2mŜiz +m2 +

1

4
n2

]
,

were m = (n̄i↑ − n̄i↓)/2 = m+. For the Hubbard model, it is convenient to Fourier transform
the Hamiltonian to k space. We then adopt as one-electron basis the Bloch states

Ψkσ(r) =
1√
Ns

∑

i

eik·Ti Ψiσ(r),

where Ψiσ(r) is a Wannier function with spin σ, Ti a lattice vector, and Ns the number of lattice
sites. The term ĤHF

U depends on the spin operator Ŝiz, which can be written in k space as

Ŝiz =
1

Nk

∑

kq

e−iq·Ti
1

2

∑

σ

σc†kσck+qσ

︸ ︷︷ ︸
Sz(k,k + q)

=
1

Nk

∑

kq

e−iq·TiŜz(k,k + q).

The term ĤHF
U has the same periodicity as the lattice and does not couple states with different

k vectors. Thus only Ŝz(0) contributes, and the Hamiltonian can be written as

Ĥ =
∑

σ

∑

k

εkn̂kσ + U
∑

k

[
−2m Ŝz(k,k) +m2 +

n2

4

]

︸ ︷︷ ︸
ĤHF
U = U

∑
i[−2mŜiz +m2 + 1

4
n2]

,
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Fig. 9: Doubling of the cell due to antiferromagnetic order and the corresponding folding
of the Brillouin zone (BZ) for a two-dimensional hypercubic lattice. The antiferromagnetic
Q2 = (π/a, π/a, 0) vector is also shown.

where for simplicity we set εd = 0. The HF correction splits the bands with opposite spin,
leading to new one-electron eigenvalues, εkσ = εk + 1

2
U − σUm. The separation between

εk↑−µ and εk↓−µ is 2mU , as can be seen in Fig. 8. The system remains metallic for U smaller
than the bandwidth W . In the small-t/U limit and at half filling we can assume that the system
is a ferromagnetic insulator and m = 1/2. The total energy of the ground state is then

EF =
1

Nk

∑

k

[εkσ − µ] =
1

Nk

∑

k

[
εk −

1

2
U

]
= −1

2
U.

Let us now describe the same periodic lattice via a supercell which allows for a two-sublattice
antiferromagnetic solution; this supercell is shown in Fig. 9. We rewrite the Bloch states of the
original lattice as

Ψkσ(r) =
1√
2

[
ΨAkσ(r) + ΨBkσ(r)

]
, Ψαkσ(r) =

1√
Nsα

∑

iα

eiT
α
i ·k Ψiασ(r).

Here A and B are the two sublattices with opposite spins and T A
i and TB

i are their lattice
vectors; α = A,B. We take as one-electron basis the two Bloch functions Ψkσ and Ψk+Q2σ,
where Q2 = (π/a, π/a, 0) is the vector associated with the antiferromagnetic instability and the
corresponding folding of the Brillouin zone, also shown in Fig. 9. Then, in HF approximation,
setting m− = m, the Coulomb interaction is given by

ĤHF
U =

∑

i∈A

[
−2mŜiz +m2 +

n2

4

]
+
∑

i∈B

[
+2mŜiz +m2 +

n2

4

]
.

This interaction couples Bloch states with k vectors made equivalent by the folding of the
Brillouin zone. Thus the HF Hamiltonian takes the form

Ĥ =
∑

k

∑

σ

εkn̂kσ +
∑

k

∑

σ

εk+Q2n̂k+Q2σ + U
∑

k

[
−2m Ŝz(k,k + Q2) + 2m2 +

n2

2

]

︸ ︷︷ ︸
static mean-field correction ĤHF

U

.
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Fig. 10: Antiferromagnetism in Hartree-Fock. The chemical potential is taken as the energy
zero. Blue: εk. Red: εk+Q2 = −εk. The high-symmetry lines are those of the large BZ in Fig. 9.

The sum over k is restricted to the Brillouin zone of the antiferromagnetic lattice. We find the
two-fold degenerate eigenvalues

εk± − µ =
1

2
(εk + εk+Q2)±

1

2

√
(εk − εk+Q2)

2 + 4(mU)2. (15)

A gap opens where the bands εk and εk+Q2 cross, e.g., at the X point of the original Brillouin
zone (Fig. 10). At half filling and for mU = 0 the Fermi level crosses the bands at the X point;
thus the system is an insulator for any finite value of mU . In the small-t/U limit we can assume
that m = 1/2 and expand the eigenvalues in powers of εk/U . For the occupied states we find

εk− − µ ∼ −
1

2
U − ε2

k

U
= −1

2
U − 4t2

U

(εk
2t

)2

.

The ground-state total energy for the antiferromagnetic supercell is then 2EAF with

EAF = −1

2
U − 4t2

U

1

Nk

∑

k

(εk
2t

)2

∼ −1

2
U − 4t2

U

so that the energy difference per pair of spins between ferro- and antiferro-magnetic state is

∆EHF = EHF
↑↑ − EHF

↑↓ =
2

n〈ii′〉
[EF − EAF] ∼ 1

2

4t2

U
∼ 1

2
Γ, (16)

which is similar to the result obtained from the Hubbard model in many-body second order
perturbation theory, Eq. (3). We notice here the same problems that we already observed for
the Hubbard dimer. Despite the similarity with the actual solution, the spectrum of the Hartree-
Fock Hamiltonian has very little to do with the spectrum of the Hubbard Hamiltonian at half
filling. If we restrict ourselves to the AF solution, the first excited state in HF is at an energy
∝ U rather than ∝ Γ ; thus, we cannot use a single HF calculation to understand the magnetic
excitation spectrum of a given system. It is more meaningful to use HF to compare the total
energy of different states and determine in this way, within HF, the ground state. Even in this
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Fig. 11: Idealized correlated crystal, schematically represented by a half-filled single-band
Hubbard chain. Sketch of the real-part of the self-energy in the insulating phase, as described
by Hartree-Fock (left-hand side) and DMFT (right-hand side). In HF the self-energy is a spin-
and site-dependent potential (Slater insulator). In DMFT it is spin- and site-independent; it is,
however, dynamical and its real part diverges at zero frequency (Mott insulator). The imaginary
part of the self-energy is always zero in Hartree-Fock (i.e., quasiparticles have infinite lifetimes).

case, however, as we have seen for the Hubbard dimer, HF suffers from spin contamination,
i.e., singlet states and Sz = 0 triplet states mix. The energy difference per bond EHF

↑↑ − EHF
↑↓ in

Eq. (16) only resembles the exact result; the exact energy difference between triplet and singlet
state in the Hubbard dimer is a factor of two larger

∆E = ES=1 − ES=0 = Γ.

Thus, overall, HF is not the ideal approach to determine the onset of magnetic phase transitions.
The major problem of the HF approximation is, however, the description of the metal-insulator
transition. In HF the metal-insulator transition is, as we have seen, intimately related to long-
range magnetic order, i.e., it is a Slater rather than a Mott transition. If we write the HF correc-
tion in the form of a self-energy, the latter is a real, static but spin- and site-dependent potential.
More specifically, in the AF case at half filling we have for two neighboring sites i and j

ΣHF
iσ (ω) = U

[
1

2
+m

]
, ΣHF

jσ (ω) = U

[
1

2
−m

]
.

This spatial structure of the self-energy is what opens the gap shown in Fig. 10. For m = 0 the
self-energy is a mere energy shift – the same for all sites and spins – and does not change the
band structure or the properties of the system, which is then a conventional metal.
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5.2 HF vs DMFT

The main difference between DMFT and Hartree-Fock is that in DMFT the self-energy is fre-
quency dependent but local (i.e., site- or k-independent), while in HF is static but site dependent.
Let us discuss the DMFT description of the metal-insulator transition. The poles of the Green
function, i.e., the solutions of the equation

ω − εk −Σ ′(ω) = 0 ,

where Σ ′(ω) is the real part of the self-energy, yield the excitations of our system. For small
U , in the Fermi liquid regime, the Green function has a pole at zero frequency. Around it, the
DMFT self-energy for the Hubbard model has, on the real axis, the following form

Σ(ω) ∼ 1

2
U +

(
1− 1

Z

)
ω − i

2τQP
,

where the positive dimensionless number Z yields the mass enhancement,

m∗

m
∼ 1

Z
= 1− dΣ ′(ω)

dω

∣∣∣∣
ω→0

and the positive parameter τQP is the quasiparticles lifetime

1

τQP
∼ −2ZΣ ′′(0) ∝ (πkBT )2 + ω2.

At higher frequency the self-energy yields additional poles corresponding to the Hubbard bands.
For large U , in the insulating regime, the central quasiparticle peak disappears, and only the
Hubbard bands remain. The self-energy has approximately the form

Σ(ω) ∼ rU2

4

[
1

ω
− iπδ(ω)− ifU(ω)

]
,

where fU(ω) is a positive function that is zero inside the gap and r is a model-specific renor-
malization factor. Hence, the real-part of the self-energy diverges at zero frequency, and there
are no well defined low-energy quasiparticles. Furthermore, since we are assuming that the
system is paramagnetic, the self-energy and the Green function are independent of spin. Thus,
in DMFT the gap opens via the divergence at zero frequency in the real-part of the self-energy;
this happens already in a single-site paramagnetic calculation, i.e., we do not have to assume
any long-range magnetic order. What is then the relation between HF and DMFT? As can be
understood from the discussion above, HF is not the large-U limit of DMFT. Since the HF
self-energy is frequency independent, HF quasi-particles have infinite lifetime and bare masses
(Z = 1 and m∗ = m). These quasi-particles exist both in the metallic and in the insulating
regime. It can be shown, however, that the DMFT self-energy reduces to the HF self-energy in
the large-frequency limit. The main differences between HF and DMFT are pictorially shown
in Fig. 11 for an idealized one-dimensional crystal.
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5.3 DFT+U vs DFT+DMFT

The DFT+U method was the first systematic attempt to construct and solve ab-initio many-body
Hamiltonians [3]. The model building part is very similar in DFT+DMFT and DFT+U , except
that the latter was developed already fully embedded in density-functional theory, and therefore
it might appear different at a first glance. In DFT+U the Coulomb interaction is treated in static
mean-field theory, and therefore, as we can now understand, true many-body effects, such as
the frequency dependence of the self-energy, are lost. Let us first assume that Hamiltonian (14)
has the simplified form

ĤLDA + Û l − Ĥ l
DC = ĤLDA +

1

2
U
∑

i

∑

mσ 6=m′σ′
n̂imσn̂im′σ′ −

1

2
U
∑

i

∑

mσ 6=m′σ′
〈n̂imσ〉〈n̂im′σ′〉

︸ ︷︷ ︸
mean-field energy, EMF

.

Next, we treat the Coulomb interaction in static mean-field via the HF decoupling; we approx-
imate the mean-field energy in the expression above by the Hartree energy, taking for conve-
nience as the energy zero the atomic chemical potential µAT = U/2

EMF = EH − µATN
l =

1

2
UN lN l − 1

2
UN l.

Here N l =
∑

mσ〈n̂imσ〉 is the number of heavy electrons per site. The mean-field Hamiltonian
takes then the form

Ĥ = ĤLDA +
∑

imσ

tσmn̂imσ, with tσm = U

(
1

2
− 〈n̂imσ〉

)
.

The levels of the correlated electrons are shifted by−U/2 if occupied and by U/2 if empty, like
in the atomic limit of the half-filled Hubbard model. A total energy functional which shifts the
LDA orbital energies in this way is

ELDA+U[n] = ELDA[n] +
∑

i

[
1

2
U

∑

mσ 6=m′σ′
〈n̂imσ〉〈n̂im′σ′〉 − EDC

]
,

where the double-counting term is

EDC =
1

2
UN l(N l − 1)

and ELDA[n] is the total energy obtained using the spin-polarized version of the local-density
approximation for the exchange-correlation functional. Indeed

εLDA+U
imσ =

∂ELDA+U

∂〈n̂imσ〉
= εLDA

imσ + U

(
1

2
− 〈n̂imσ〉

)
= εLDA

imσ + tσm.

More generally, the DFT+U functional is given by a form of the type

ELDA+U[n] = ELDA[n] +
1

2

∑

iσ

∑

mm′m′′m′′′

Umm′′m′m′′′〈n̂σimm′〉〈n̂-σ
im′′m′′′〉

+
1

2

∑

iσ

∑

mm′m′′m′′′

[Umm′′m′m′′′ − Umm′′m′′′m′ ] 〈n̂σimm′〉〈n̂σim′′m′′′〉 − EDC,
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where 〈n̂σimm′〉 = 〈c†imσcim′σ〉 is the density matrix, and 〈n̂imσ〉 = 〈n̂σimm〉. One of the most
common recipes for the double-counting correction is the fully-localized limit

EDC =
1

2
UavgN

l(N l − 1)− 1

2
Javg

∑

σ

N l
σ(N l

σ − 1),

where

Uavg =
1

(2l + 1)2

∑

m,m′

Umm′mm′ ,

Uavg − Javg =
1

2l(2l + 1)

∑

m,m′

(Umm′mm′ − Umm′m′m).

The corresponding one-electron DFT+U Hamiltonian is

Ĥ = ĤLDA +
∑

imm′σ

tσmm′c
†
imσcim′σ, (17)

where

tσmm′ =
∑

iσ

∑

m′′m′′′

Umm′′m′m′′′〈n̂-σ
im′′m′′′〉+ [Umm′′m′m′′′ − Umm′′m′′′m′ ] 〈n̂σim′′m′′′〉

−
[
Uavg

(
N l − 1

2

)
− Javg

(
N l
σ −

1

2

)]
δm,m′ .

The second common recipe for the double-counting correction is the around mean-field limit;
here the double-counting energy is the mean-field energy for equally occupied orbitals

EDC = UavgN
l
↑N

l
↓ +

2l

2(2l + 1)
(Uavg − Javg)

(
N2
↑ +N2

↓
)
.

The corresponding one-electron LDA+U Hamiltonian is (17) with

tσmm′ =
∑

iσ

∑

m′′m′′′

Umm′′m′m′′′〈n̂-σ
im′′m′′′〉+ [Umm′′m′m′′′ − Umm′′m′′′m′ ] 〈n̂σim′′m′′′〉

−
[
Uavg

(
N l − nσ

)
− Javg

(
N l
σ − nσ

)]
δm,m′ ,

where nσ = Nl/(2(2l + 1)) is the average occupation per spin. In DFT+DMFT the same
recipes are used for the double-counting correction; this is reasonable because the source of
double-counting is the same in the two methods. In DFT+U, differently than in static mean-
field for model Hamiltonians, ĤLDA is obtained self-consistently. The DFT+U correction in
(17) modifies the occupations of the correlated sector with respect to LDA. If we assume that
LDA describes uncorrelated electrons sufficiently well, the readjustments in the uncorrelated
sector can be calculated by making the total charge density and the reference potential consis-
tent within the LDA (charge self-consistency), however with the constraint given by (17). Using
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Fig. 12: Left: LDA eg band structure of cubic KCuF3 calculated using the experimental mag-
netic unit cell with four formula units. Right: Static mean-field band structure, calculated for
the experimental orbital and spin order. Parameters: U = 7 eV and J = 0.9 eV.

the same procedure, charge self-consistency can of course also be achieved in DFT+DMFT cal-
culations. A difficulty is, however, the basis. DFT+U calculations are usually not performed in
a Wannier basis. They are typically based on the identification of an atomic sphere, a region
of space in which correlated electrons are well described by atomic-like orbitals; the DFT+U
correction is determined through projections onto such atomic orbitals. Thus DFT+U results are
essentially dependent on the choice of the set of correlated electrons and their atomic spheres.
If the correlated electrons are well localized, however, they retain to a good extent their atomic
character in a solid. Thus, within reasonable sphere choices, the dependence on the sphere size
is less crucial than could be expected. Still, from a theoretical point of view, there is an inconsis-
tency in this procedure. Orbitals defined only within the atomic spheres do not form a complete
basis (even for the correlated sector), and thus they do not really yield a many-body Hamilto-
nian of the form (14). One of the successes of DFT+U is that it describes well the magnetic
ground-state of Mott insulators. The method has however all defects of the HF approximation;
it opens a gap by making long-range order, eigenvalues are real, and quasi-particles have an
infinite lifetime. One further example of the failure of DFT+U is the description of the super-
exchange driven orbital-order transition. Let us consider the insulating perovskite KCuF3 as
representative material. Instead of the full DFT+U calculation, for simplicity we discuss the
calculation for the eg-band Hubbard model describing the low-energy states and do not perform
any charge self-consistency. For this Hamiltonian the double-counting correction is a mere shift
of the chemical potential and can be neglected. The model has the form

Ĥ=−
∑

m,m′,i,i′,σ

ti,i
′

mm′c
†
imσcim′σ + U

∑

i m

n̂im↑n̂im↓ +
1

2

∑

iσσ′

m6=m′

(U − 2J − Jδσ,σ′)n̂imσn̂im′σ′

−J
∑

i m6=m′

[
c†im↑c

†
im↓cim′↑cim′↓ + c†im↑cim↓c

†
im′↓cim′↑

]
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Fig. 13: Left: LDA band structure of KCuF3, eg bands. Center: corresponding LDA+DMFT
correlated band structure in the orbitally-ordered phase [16]. Dots: poles of the Green function.
Right: Self-energy matrix in the basis of the natural orbitals. Full lines: real part. Dotted lines:
imaginary part. Parameters: U = 7 eV, J = 0.9 eV.

where m,m′ = 3z2− r2, x2 − y2. The last two terms describe the pair-hopping (Ummm′m′ =

Jm,m′ for real harmonics, while for spherical harmonics Ummm′m′ = 0) and spin-flip processes.
The question to be answered is: Can orbital order arise spontaneously for the ideal perovskite
cubic structure in which the eg orbitals are degenerate? KCuF3 is, in nature, an insulator, but
in LDA it turns out to be metallic and exhibits no orbital order. This can be seen in Fig. 12. In
DFT+U , in order to open the gap, we have first to double the cell. The gap opens only in the
presence of both spin and orbital order. This means that there is no phase in which the system
is non-magnetic but has a gap and exhibits orbital order. We could paraphrase this result by
saying that,1 in DFT+U

TN = TOO = TMI

where TN , TOO, TMI are the critical temperature at which the magnetic, orbital and metal-
insulator transition occur. For the magnetic orbitally ordered phase, the resulting electronic
structure is shown in Fig. 12. Let us now discuss the solution of the same problem with
DFT+DMFT. With this approach we obtain an insulating orbitally ordered solution even in
the absence of long-range magnetic order. DMFT describes the correct sequence of phenomena

TN < TOO < TMI .

In Fig. 13 we show the DFT+DMFT paramagnetic eg correlated band structure of KCuF3 in
the orbitally ordered phase. We can compare these bands with the static mean-field antiferro-
magnetic band structure in Fig. 12. The DFT+DMFT band gap is significantly smaller. The
imaginary part of the self-energy, which is zero in static mean-field theory, makes the Hubbard
bands partly incoherent. The real part of the self-energy of the half-filled orbital (Fig. 13),
which in static mean-field theory does not depend on ω, diverges at low frequencies.

1This, of course, oversimplifies the discussion, since DFT+U is a T = 0 method.
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6 Conclusions

In this lecture we have discussed two methods that can be used for describing the metal-insulator
transition in Hubbard-like models. The first method is the Hartree-Fock approach. Here the
Coulomb interaction part of the Hubbard Hamiltonian is treated at the static mean-field level.
The occupation matrix is determined self-consistently. The Hartree-Fock self-energy is equiva-
lent to a site-, orbital-, and spin-dependent potential. The metal-insulator transition occurs via
an enlargement of the unit cell and a lowering of the symmetry. In this approach, all states have
infinite lifetime and the masses of electrons are not renormalized. This is a Slater-type tran-
sition. The Hartree-Fock method is the basis of the DFT+U approach. Numerically, DFT+U
calculations are as fast as standard DFT calculations. Furthermore, in DFT+U , the Hartree-Fock
correction is embedded in the DFT formalism via a modification of the total-energy functional.
One drawback is that typically the correction is for orbitals defined within an atomic sphere,
and not Wannier function. This means that, strictly speaking, we could not use them alone
to directly construct generalized Hubbard models. The second approach examined in this lec-
ture is DMFT, dynamical mean-field theory. In DMFT the Hubbard model is mapped onto a
quantum-impurity model, for example the Anderson Hamiltonian. The latter is solved exactly
and yields the impurity self-energy. The hybridization function of the Anderson Hamiltonian is
determined self-consistently, requiring the local Green function equals the impurity Green func-
tion. The central approximation is that the self-energy of the Hubbard model is assumed to be
local. This approximation becomes progressively better with increasing coordination number;
in infinite dimensions, indeed, the self-energy is local. In DMFT the metal-insulator transition
has a very different nature than in Hartree-Fock. It occurs already above the magnetic transition
and it happens via a divergence of the low-frequency self-energy. Switching on the Coulomb
interaction leads at first to the formation of heavy quasi-particles with renormalized masses and
finite life-times. Eventually, when U is above a critical value, the self-energy and the masses
diverge, and the spectral function exhibits a gap. The metal-insulator transition described via
DMFT is of Mott type. In DMFT we neglect the momentum-dependence of the self-energy. As
we have seen in the case of the Hubbard dimer, such effects can be important; in particular they
become important in low dimensions. Straightforward extensions of DMFT to include some
non-local effects are cluster approaches, in real and k space. The bottleneck of DMFT is, how-
ever, the quantum impurity solver, typically quantum Monte Carlo. The computational time can
increase very rapidly with the number of orbitals and sites, and eventually the infamous sign
problem appears. The model and the cluster size has thus to be carefully chosen. The DMFT
approach can be used also for realistic Hamiltonians built via density-functional theory. This is
the DFT+DMFT approach. In both DFT+U and DMFT+U , a double-counting correction has
to be subtracted, since part of the Coulomb effects are already included in the DFT functional,
for example the LDA.
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