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1 Introduction

In my lecture at the Jiilich Autumn School 2013, I discuss Monte Carlo methods, and their
application to spin systems, in the language of my recent text book [1], but in much less detail.
During the lecture, I first concentrate on the relation between Monte Carlo methods and the con-
cept of incompressible flow (Section 2), which allows one to understand the crucial detailed and
global balance conditions. I then introduce to the “a priori” probabilities, which are at the basis
of the Metropolis-Hastings algorithm (Section 3). After an introduction to the local algorithms
(heatbath, local Metropolis), and the classic faster-than-the-clock approaches (Section 4), I then
discuss the Swendsen-Wang and Wolff cluster algorithms for spin systems (Section 5), as an
illustration of the great liberty one has in designing Monte Carlo algorithms. I finish with the
coupling approach (Section 6) which has provided essential for rigorously understanding for
how long a simulation must be run until the computational output reflects thermal equilibrium
(the classical Boltzmann distribution or the quantum density matrix) rather than the initial state
of the Markov chain.

2 Markov chains and incompressible flow

Markov-chain Monte Carlo strives to sample a distribution 7 by starting from another distribu-
tion my and using an incremental algorithm p;_,; to move between configurations ¢ and j. In
each time step (iteration) t = 1,2, 3, ..., the probability distribution 7’ is sampled. The target
distribution is approached in the limit of infinite simulation time 7 = 7. Convergence is al-
ways exponential in time, and it can be assured as long as we satisfy (in addition to an ergodicity
requirement) the global balance condition. This means that the flow into each configuration ¢
equals the flow out of it:

Z P, = Z P,,; (global balance). (1)
k 1

Here, the flow Pj_,; denotes the product of the stationary probability 7, with the conditional
probability p;_.; to move from k to ¢ given that the system is at k. The global flow condition
can be easily understood under the stationarity condition, as the first sum in Eq. (1) equals
Zk P, = m; (see [1], Section 1.1.4). Eq. (1) is satisfied in particular if we balance the flow
between each pair of configurations ¢ and k individually:

P, = P.; Yi,k (detailed balance). 2)
This detailed balance condition is satisfied for example by the Metropolis algorithm
P, = min(m;, 7x,) (3)

(the right-hand-side of this equation is manifestly symmetric in ¢ and £, so is the left-hand-side).
Usually, Eq. (3) is written in terms of the probabilities p;_,, etc, that is by dividing by m; > 0.
This yields

Pisk = min(1, 7 /m;), 4)
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Fig. 1: Balance condition for Markov-chain Monte Carlo moves. The global balance condition
(left) is necessary for the convergence of the Markov chain towards the stationary probability
measure 7. The time-honored detailed balance condition (center) is often realized through the
Metropolis algorithm of Eq. (3) and Eq. (4). The unidirectional motion of the maximal global
balance condition (right) is realized in a number of modern algorithms (see [2]. Figure adapted

from [3]).

an equation that has been written down in thousands of papers and a huge number of computer
programs. There are many choices of P which satisfy these balance conditions. This implies
that a great many valid Monte Carlo algorithms are out there, some of them slow and some of
them fast, most of the latter ones yet to be discovered.

Much more could be said, and has been written, about the detailed and global balance condi-
tions, but the most important finding is the following: While convergence towards the equilib-
rium distribution 7 is generally exponential (x exp(—t/7)), even for continuum systems, it is
very difficult to estimate the correlation time 7. This question — what is the correlation time
— is one of the three great conceptual issues in Monte Carlo algorithms and, really, the most
serious one. The other two are finite-size scaling, and the estimation of the variance for observ-
ables (see [1], Section 1.4). We will take up the convergence issue in Section 6, in the context
of coupling algorithms.

3 A priori probabilities

How do we move from configuration ¢ to configuration j, and what do we mean with the (con-
ditional) probability p;_,; to go from configuration ¢ to configuration j (see our discussion in
Section 1)? This question is best discussed with the help of a priori probabilities: While the
flow P;_,; is a product of the stationary probability m; and the conditional probability p;_,y,
the latter is put together from a probability to propose the move from ¢ to j (the “a priori”
probability) times the conditional probability to accept it:

pimj = Aisj P?C_ij- &)

This equation can be illustrated by a simple example, as the “triangle algorithm” for a particle
in a box (see [1], Sect. 1.1.6). As the balance condition of Eq. (1) only considers the flow,
we are free to choose an arbitrary a priori probability .4 and bias it with a given acceptance



6.4 Werner Krauth

0P qp = 0P qp =
o == b flip’ spin @ 50 o b
5 = gp 5 = gp

a (move) b

Fig. 2: Local Monte Carlo move a — b in the Ising model. The spin to be flipped
is sampled uniformly through the lattice and the flip should be accepted with probability
min(1, exp(—5(Ey, — E,)) (from [1]).

probability in order to fall back on our feet (obtain the correct flow). With a priori probabilities,
the Metropolis Monte Carlo algorithm takes the form

P, = min (1, Aji T ) | ©)

T Ay

If the a priori probability A4;_,, to propose the move from i to j is equal to 7;, the acceptance

probability pi¥S; is equal to one and, in a sense, we have already solved the problem. This
means two things: (i) we have no rejections and (ii) we can usually make quite large moves, as
the reason for making small ones was the presence of rejections. See [1], Section 1.1.6, for a
discussion of the relation between this Metropolis-Hastings algorithm and perturbation theory

of quantum physics.

4 Local algorithm, faster-than-the-clock algorithms

Let us now do our first real Monte Carlo simulation of Ising spins 0, = £1,k =1... N ona
lattice, say the two-dimensional square lattice. We use the energy

E=-]) oo, (7
(i.d)

where ¢ and j are neighbors on the lattice. In the following, we choose J = 1, and the stationary
probability of a configuration o is given by 7, = exp|—E(o)/kT), where k is the Boltzmann
constant and 7" the temperature, with § = 1/kT.
The Ising model can be simulated by the Metropolis algorithm, by uniformly sampling at each
time step a site ¢, as in Fig. 2. If we call “a” the original configuration and “0” the configuration
obtained through the flip 0; — —o;, then the Metropolis probability for accepting the move is
given by

p = min[l, exp(—G(E, — E,)]. (8)

One may picture the spin o; in the “molecular” field h; equal to the sum of the neighboring
spins, and the flipping probability turns out to be

p = min[l, exp(—250;h;)]. 9)
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Fig. 3: A single spin in an external field: building block of local Monte Carlo algorithms (figure
adapted from [1]).

Instead of the Metropolis algorithm, we may also use the heatbath algorithm, which consists in
taking out the spin 7 and in replacing it with thermalized values of o;

T 10

Th = eBET | o=BE- 14 o280 19
—BE~ 1

P — - (11)

e BET peBET ] 4 et28h

(See [1], Section 5.2.1 for simple programs, and the author’s website for a basic Python pro-
gram.) Practically, we sample a random number 7" uniformly distributed in the unit interval. If
T < ", weseto; = 1, otherwise o; = —1). In the long run, the program will converge towards
the Boltzmann distribution, that is, spin configurations o will be visited with their Boltzmann
probability 7.

In the local Metropolis or heatbath algorithm, the flip concerns a single spin subject to the
molecular magnetic field produced by its neighbors. Let us analyze this problem, a single spin
in a magnetic field, in more detail (see Fig. 3). At low temperature, the acceptance probability
of the algorithm is very small: We consider the spin, and try to flip it (but reject the flip), then
try again, reject again, etc. Many calculations will be wasted, as we compute probabilities and
draw random numbers, but most often reject the move. There is a better way to organize the
calculation: it consists in finding out how many times we will reject the flip before accepting it.
This is called the faster-than-the-clock approach (in a single iteration, we may determine that the
flip in Fig. 3 is rejected 7 times before it is accepted). As discussed in detail in [1], Section 7.2.2,
the faster-than-the-clock approach is at the base of the classic Bortz-Kalos-Lebowitz (BKL)
algorithm [4] among others. The general lesson is that very small acceptance probabilities, as
they appear at low temperatures in the Ising model, can generally be avoided through a clever
trick. The inverse is also true: in some recent approaches, almost all Monte Carlo move are
accepted, and their results can be easily added up [5,6]. We can then use the faster-than-the-
clock approach to sample the first time when a long streak of events (or non-events) comes to
an end.
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5 Cluster algorithms

Close to the critical point, the transition between the paramagnetic and the ferromagnetic phases,
local Monte Carlo algorithms slow down considerably. This is due to a complicated interplay
between several factors: On the one hand, close to the critical point, finite-size effects are large
and the physical observables at one system size /N can be quite different from the ones for
larger or smaller systems (in consequence, we must simulate very large systems, which is nat-
urally CPU-time intensive). On the other hand, computing these observables for fixed /N may
take quite some CPU time because of critical slowing down. In a computational context, this
phenomenon describes the appearance of slow variables (in the Ising model it is the total mag-
netization), whose distribution becomes very wide (at the critical point, total magnetizations
from —N through + /N appear with sizable probability). As the local Monte Carlo algorithm
only flips a single spin at a time, it takes a long time to move across the probability distribution
of the magnetization, and we experience slowing down (see [1], Section 5.2.1, for a detailed
discussion).

To speed up the simulation, we should flip more than one spin concurrently, but this cannot
be achieved by parallel flipping of uncorrelated spins: The attempted moves are indeed larger,
but with the increased rejection rate, the effective move will get smaller instead of larger. We
understand that we should propose larger moves but, quite importantly, we must get them ac-
cepted. The Wolff cluster algorithm [7] (an efficient version of the Swendsen-Wang cluster
algorithm [8]) does this marvelously. It provides a prime example for the use of the Metropolis-
Hastings paradigm. Our discussion closely mirrors [1], Section 5.2.3.

In the Wolff cluster algorithm, we start with one site, then add any of the neighboring sites with
probability p, if they carry the same spin, etc. The construction in Fig. 4a then came to a halt
because all of the 14 links ++ across the cluster boundary were rejected. The move consists in
flipping the cluster.

To apply Eq. (6), we compute the a priori probability A,_,;, the probability of stopping the
cluster construction process at a given stage rather than continuing and including more sites
(see the configuration a in Fig. 4). A,_,; is given by an interior part (the two neighbors inside
the cluster) and the stopping probability at the boundary: each site on the boundary of the
cluster was once a pocket site and the construction came to a halt because none of the possible
new edges was included. Precisely, the boundary JC of the cluster (with one spin inside and its
neighbor outside) involves two types of edge:

edges across OC
'\

~

luster i inside outside #
cluster in a
- + - ni Eloc = n1 —ny (12)
in Fig. 4
+ + N9
(in Fig. 4, ny = 17, no = 14). In order to acquire all information needed for Eq. (6), we

must analyze likewise the return flip in Fig. 4 from configuration b back to configuration a.
the same interior part as before, but a new boundary part A,,, = A, - (1 — p)™, because
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Fig. 4: Wolff cluster algorithm in the Ising model. Starting from an initial site, we move on to
neighboring sites with the same value of the spin, and add them to the cluster with probability p.
The cluster construction terminates, and the cluster is flipped, when no more neighboring sites
can be added. In order to set up the algorithm correctly, we have to consider both the initial
configuration a and the final configuration b (see Eq. (6)). For the special value of p given in
Eq. (14), this algorithm is rejection free (figure taken from [1]).

there were n; opportunities to let the cluster grow and again none was accepted. We also note
that 7, = Ty Tow €xp(—/(n1 — n2)), where m;, takes into account all the edges with both sites
inside the cluster and 7, all those at its outside. By an argument similar to that above, the
statistical weight of configuration b is 7, = 7, Touw €xp(—/5(n2 — n)). The interior and exterior
contributions to the Boltzmann weight are the same as for configuration a. All the ingredients
of the detailed-balance condition in Eq. (6) are now known:

oM (] — p)ep, = 7M1 — )i (13)

acc . 6_2’8 " 11— P "
P, = min {1, <1 —p) <—e_25 ) } ) (14)

The algorithm is at its peak efficiency for p = 1 — exp(—20), where the acceptance probability

which leads to

is equal to one: we can construct the cluster, then flip it, build another one, turns it over ....
This Wolff cluster algorithm [7], one of the first of its kind, can be implemented in a dozen or
so lines of code: see the website of [1].

6 Coupling approach

As final subject, we now consider the problem of correlation times: that is we try to understand
at what time the sampled configurations reflect the stationary distribution 7° and no longer the
starting configuration 7°. For many real-life problems, this complex and crucial question has
no truly satisfactory solution: Although we know that the corrections to the equilibrium state
decay as e /7, we cannot really compute 7. Quite often whole communities underestimate 7,
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Fig. 5: Partial order in a two-dimensional 3 x 3 Ising spin model. Order relations are indicated,
but not all configurations are related to each other. The all + configuration o is larger, and the
all - configuration o _ is smaller than all other configurations. The partial order is preserved
by the heatbath algorithm (figure taken from [1]).

and it is the advent of new algorithms that clearly make that point (as in [2,9, 10]). Beginners
often think it is sufficient to start the simulation with some “random’ initial condition, but
this is a misconception, as it is normally impossible to sample an initial configuration from a
distribution 7 anywhere close to 7. In the Ising model, a time-honored practice has consisted
in starting two initial configurations, one from the all up configuration o, = +1 Vk and another
one from an all down configuration o, = —1 Vk. According to popular wisdom, when both
simulations reached similar magnetizations, they reached equilibrium. This idea turned out to
be basically correct. To explain why, we first have to understand the concept of partial order:
One configuration a is “smaller” than another one, b, if of" < aﬁ? Vi. Not all configurations can
be compared to each other, but all can be compared to the all up and the all down configuration
(see Fig. 5). If we use the same random numbers for choosing the site ¢ and for updating the
spin o; (coupling), and update the configurations using the heatbath algorithm of Eq. (11), then
the partial order is invariant under the dynamics. This means that the children of the all 41
configuration will always stay above the descendants of the all —1 configuration. As soon as
both match, at the coupling time 7.p, all possible initial configurations will have produced the
same output. This means that the memory of the initial configuration has been lost completely,
with the implication that the coupling time is a rigorous upper bound for the convergence time.
Propp and Wilson, in a classic paper [12], succeeded in turning the coupling approach into a
rigorous exact sampling method (from the distribution 7, without any corrections). This has
far-reaching consequences, most of which have not been explored so far. See [1], Section 1.1.7
and [13] for a detailed discussion of the coupling approach, and of its most surprising finding,
namely that a Markov chain can be used to sample 7°°, without any correction whatsoever.
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